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We study the following multi-period multi-objective online ride-matching problem. A ride-sourcing platform needs to match passengers and drivers in real time without observing future information, considering multiple objectives such as platform revenue, pick-up distance, and service quality. We develop an efficient online matching policy that adaptively balances the trade-offs among multiple objectives in a dynamic setting, and provide theoretical performance guarantee for the policy. We prove that the proposed adaptive matching policy can achieve a “target-based optimal solution”, i.e., a solution that minimizes the Euclidean distance to any pre-determined multi-objective target. Specifically, the outcome under our policy converges to the “compromise solution” if we set the utopia point as the target. Through numerical experiments and industrial testing using real data from a ride-sourcing platform, we demonstrate that our approach indeed obtains solutions that are closest to the pre-determined targets under various settings, in comparison to existing approaches. The policy presents solutions with delicate balance among multiple objectives and brings value to all the stakeholders in the ride-sourcing ecosystem comparing to benchmark policies: (1) drivers with higher service scores are dispatched with more orders and receive higher incomes; (2) passengers are more likely to be served by drivers with higher service scores, and passengers with higher order revenues are served with higher answer rates, at the expense of a small increase in pick-up distance; (3) the platform obtains a higher total revenue.

Key words: Multi-objective Optimization; Ride-Matching; Online Algorithm; Target-based Optimal Solution

1. Introduction

In many cities in the world, dynamic ride-sourcing companies, such as Grab, Lyft, Uber and Didi Chuxing, have been able to leverage on Internet-based platforms to conduct
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on-demand transportation service. These online platforms facilitate the integration of passengers’ and drivers’ mobility data on smart phones in real time, which enables a convenient matching between passengers and drivers. These online platforms also dispense with the need for drivers to cruise around to search for passengers in the streets. These clear operational advantages have motivated many similar shared service business models in the public transportation arena, and have been a disruptive force to the conventional taxi industry. Didi Chuxing, for instance, has grown from a ride-hailing service provider to a one-stop mobile transportation platform, offering a variety of services from Taxi, Express, Premier, Luxe, Hitch, Bus, Minibus, Designated Driving, Car Rental, Enterprise Solutions and Bike-Sharing etc., to more than 550 million users in China (Data as of July, 2019).

Matching passengers (demand) with drivers (supply) in real-time is a challenging problem for the ride-sourcing platforms. The “closest distance” policy, as a commonly used matching policy, assigns a passenger to the “nearest” available driver, based on the pick-up distance (or pick-up time) estimated from passenger’s and driver’s location and surrounding traffic conditions (Özkan and Ward 2016). In practice, platforms also consider many other objectives in the matching decisions. One important objective is platform revenue. Platforms usually give priority to passengers with higher order revenues in the matching decisions, and such preference could bring higher total revenue and profit to the platforms. Another important objective is service quality. Platforms also would like to give priority to drivers who provide higher service quality, and such preference could improve the overall service in the ride-sourcing system, encourage drivers to provide better service and improve the long-term reputation of the platforms.

In general, the platforms need to consider multiple objectives when matching passengers and drivers. However, different objectives may generate conflicting matching results. To better illustrate the trade-offs between multiple objectives, we refer to Example 1 for different matching results with the objective of minimizing pick-up distance and the objective of maximizing revenue, when there are more passengers than idle drivers.

**Example 1.** As shown in Figure 1, assuming three passengers (with order revenue 50, 30, and 10, respectively) are requesting ride-sourcing service and two idle drivers (with service quality measured with score 95 and 59, respectively) are available. Pick-up distances between the first driver and the three passengers are 0.4, 0.2, and 1.0 kilometers, respectively, and between the second driver and the three passengers are 2.0, 0.5, and 0.1
kilometers, respectively. (1) If the objective is to minimize pick-up distance, the first driver will be matched to the second passenger and the second driver to the third passenger. The total pick-up distance is 0.3 kilometers and the total revenue is 40. (2) If the objective is to maximize revenue, the first driver will be matched to the first passenger and the second driver to the second passenger. The total pick-up distance is 0.9 kilometers and the total revenue is 80.

Figure 1  Matchings with Different Objectives.

Is there a good way to incorporate multiple objectives, e.g., pick-up distance, platform revenue, and service quality, in the matching decisions? A common method is to find an appropriate way to combine the various objectives into a single “merged” objective. However, finding and calibrating the right weights on different objectives is laborious and non-trivial, and there is a lack of theory to guide the selection of such weights in an online setting. To address these challenges, in this paper, we present a novel online matching policy that simultaneously considers multiple objectives in a balanced manner. More precisely, we aim to achieve a solution that has the smallest deviation (in terms of the Euclidean distance) to any pre-determined multi-objective target. We define this solution as the target-based optimal solution. This type of target-based solution is widely favored in the multi-objective optimization literature. For example, if we set the “utopia point”—which maximizes the performance of all objectives simultaneously but is in general unattainable—as the target, the target-based optimal solution in such a case is also named as compromise

1To avoid confusion, we follow the definition in Yu (1973) to define the “utopia point”, while we remark that the utopia point is also named as “ideal point” in the multi-objective optimization literature (e.g., Bolanda et al. 2016).
solution (Yu 1973, Voorneveld et al. 2011). The formal mathematical definition of the target-based optimal solution will be presented in Section 3.

In the ride-sourcing system, if all the matching scenarios across multiple periods are deterministic and known in advance, it may be feasible to obtain the target-based optimal solution by solving a (deterministic) quadratic programming problem, i.e., by minimizing the Euclidean distance from the attained solution to the target. However, in the online decision problem, the matching scenarios are stochastic and are only revealed to the platforms sequentially over time. Therefore, we are essentially unaware of the specific configuration of the efficient frontier for the multi-objective optimization problem. In this paper, we address the challenges and focus on the multi-objective online ride-matching problem without observing future information. Our methods can be extended to solve other multi-objective optimization problems in an online fashion.

Based on the multi-objective optimization and online convex optimization techniques, our key contributions are summarized as follows:

1. This is the first paper, to the best of our knowledge, to address the online multi-objective ride-matching problem under the framework of online convex optimization. We develop a novel online matching policy to adaptively balance the trade-offs between multiple objectives given any pre-determined target in the ride-sourcing system. We call our policy as adaptive matching (AM) policy hereafter.

2. We provide theoretical performance guarantee for the proposed AM policy. We prove that the online solution under the AM policy converges to the target-based optimal solution, i.e., the solution closest to the pre-determined target. The additive error caused by the AM policy increases sub-linearly with the time horizon $T$, and converges to 0 asymptotically with a sufficiently large $T$. More precisely, the error term is upper bounded by $O(\log T)$, which is the fastest convergence in literature.

3. We develop a ride-matching simulator to perform extensive numerical experiments and validate that the solutions under the AM policy are closest to the pre-determined targets under various settings. We also implement the AM policy using real ridesourcing data from our industry partner. Compared to the most natural benchmark “legacy” policy and the widely studied “closest distance” policy, our approach obtains a delicate balance of multiple objectives and brings value to all the stakeholders in the ride-sourcing ecosystem.
The rest of this paper is organized as follows. Relevant literature is reviewed in Section 2. We formally formulate the multi-objective online ride-matching problem in Section 3 and describe the online adaptive matching policy in Section 4. Three classes of benchmark policies are introduced in Section 5. In Section 6, we provide extensive numerical experiments to validate the performance of the proposed matching policy. In Section 7, we implement the proposed policy using real ride-sourcing data, taking into account traffic conditions, passenger patience and cancellation, driver routing and travel times in real road network. Section 8 concludes this paper.

2. Literature Review

We review three streams of literature that are closely relevant to this work, namely, that of ride-matching, multi-objective optimization, and online convex optimization.

Ride-Matching. A surge of efforts have been devoted to designing diverse matching policies and algorithms for the two-sided ride-sourcing market, whereas the majority of these works focused on a single-objective optimization problem. For example, Hu and Zhou (2016) studied the dynamic matching control of a two-sided, discrete-time matching system in which both the demand and supply may leave the platform if the waiting time before getting drivers or passengers are too long, with an objective of maximizing the expected total discounted profit. Özkan and Ward (2016) proposed a linear programming based matching policy that accounts for temporal changing demand and supply and passenger patience, with an objective of maximizing the overall number of passengers being served. Braverman et al. (2017) studied the empty-car routing problem, with an objective of maximizing the availability of empty cars when passengers request ride-sourcing service. In addition, Wang et al. (2017) introduced the concept of stability in the dynamic hitch ride-sharing system and provided mathematical programming approaches to solve stable and nearly stable matching problems, with an objective of minimizing the pick-up detour distance. Akbarpour et al. (2017) studied the dynamic matching problem using some random-graph techniques and they targeted to minimize the total number of perish agents. Xu et al. (2018) studied order dispatch problem in on-demand ride-hailing platforms using reinforcement learning techniques, with an objective of maximizing the immediate reward and future gain.

In the ride-sourcing markets, three parties—passengers, drivers, and the platform—are stakeholders closely related to each other. The matching decisions need to take into account
the trade-offs between multiple objectives (or managerial interests in different development stages). However, as far as we know, few studies shed light on the multi-objective online matching problem in the ride-sourcing markets.

**Multi-objective Optimization.** A fundamental challenge in multi-objective optimization is to address the trade-offs between multiple criteria. Although it is common to use a set of fixed weights on different objectives to measure their relative importance (e.g., Tsiporkova and Boeva 2006, Marler and Arora 2010), the selection and calibration of such weights are non-trivial. An alternative approach is to characterize a set of Pareto optimal solutions so that the decision maker can choose the most “preferred” one. The space composed of these Pareto optimal solutions is called “efficient frontier” in the literature (Steuer 1986, Yu 1973). For any two Pareto optimal solutions on the efficient frontier, each of them cannot be strictly dominated by the other (Hu and Mehrotra 2012). In general, the Pareto optimal solutions are not unique and different solutions on the efficient frontier can be obtained by varying the weights to these objectives. It would be computationally challenging to enumerate all the solutions on the efficient frontier (Masin and Bukchin 2008). To overcome this difficulty, several filtering techniques have been applied to find a partial set of solutions that can represent all trade-offs on the efficient frontier (e.g., Das and Dennis 1998, Masin and Bukchin 2008). Boland et al. (2017) developed an efficient searching-based algorithm to enumerate the nondominated points for a class of multi-objective integer programming problems. Notably, with different side constraints or utility functions, decision maker would select different Pareto solutions.

Among all the Pareto solutions, Yu (1973) introduced the concept of compromise solution and focused on \( \ell_p \) norms functions to study the distance from the compromise solution to the utopia point. Gearhart (1979) and White (1984) extended this topic by considering different distance functions. When the distance function is given, it is straightforward to derive the compromise solution in the setting where both objective function and feasible domain are well characterized. However, when the feasible domain changes over time, characterizing the compromise solution becomes challenging. In this paper, we develop an efficient online adaptive matching policy to guarantee the compromise solution, and the target-based optimal solution in general, without explicitly characterizing the efficient frontier. To the best of our knowledge, this is the first paper to use online approaches to derive the target-based optimal solution in the multi-objective optimization literature.
Online Convex Optimization. The analytical results derived for the proposed online matching policy rely on the online convex optimization (OCO) techniques, which have been widely studied to solve the sequential decision problems over multiple periods. The online gradient descent algorithm, developed by Zinkevich (2003), presents one of the well-known results with sub-linearly increasing regret bounds. In a similar vein, when the loss functions are strongly convex, a logarithmic regret bound can be achieved (e.g., Cesa-Bianchi and Lugosi 2006, Shalev-Shwartz 2011).

Under the OCO framework, Mahdavi et al. (2013) studied the multi-objective optimization problem and reformulated a stochastic constrained problem by forcing different thresholds on the original objective functions. A primal-dual online algorithm was developed to solve this reformulated multi-objective problem. Uziel and El-Yaniv (2017) extended this multi-objective work to the case where the underlying unknown process is stationary and ergodic and proposed a minimax histogram aggregation algorithm to solve this problem. We note that the decision domain is deterministic over the whole time horizon in these two works, while the feasible domain at each matching period changes over time in our problem. This new feature results in different analysis. To this end, we note that our online ride-matching problem is related to the “feasibility” problem studied by Agrawal and Devanur (2015) and Lyu et al. (2018). Agrawal and Devanur (2015) studied a class of online stochastic problem with feasibility constraints which require the average performance of the online solutions lies in (or as close to) a convex set. Lyu et al. (2018) studied the capacity allocation problem in a production network setting, with the Type-II service level targets on demand sides being explicitly specified. The analysis and insights derived in this paper are different from the aforementioned works. Whenever the pre-determined targets are unattainable, we explicitly characterized the performance of the proposed online matching policy, which was not captured by both Agrawal and Devanur (2015) and Lyu et al. (2018). In addition, we note that using OCO to address the ride-matching problem is novel in the literature on shared transportation.

3. Problem Description and Formulation

We study the multi-period multi-objective online ride-matching problem faced by ridesourcing platforms in a batch-matching setting. The random matching scenario $\omega_t$ is revealed to the platform sequentially over period $t = 1, 2, \ldots, T$, and the decision maker
needs to match passengers \( i \in \{1, 2, \ldots, N(\omega_t)\} \) and drivers \( j \in \{1, 2, \ldots, M(\omega_t)\} \) in batches at the end of each period. Both \( N(\omega_t) \) and \( M(\omega_t) \) are random variables that depends on the random scenario \( \omega_t \). For ease of exposition, we assume that \( \omega_1, \omega_2, \ldots, \omega_T \) are independent and identically distributed (i.i.d.) generated according to an unknown distribution \( \Psi \), which has a potentially infinite support set \( \Omega \).

We denote the bipartite network of this two-sided market at period \( t \) as \( G(\omega_t) \). We allow passenger \( i \) to be matched to driver \( j \) only if the pick-up distance \( d_{i,j} \) is smaller than a tolerance threshold (e.g., \( 3 \) km); i.e., the pair \( (i,j) \in G(\omega_t) \) only if \( d_{i,j} \leq 3 \) km. More precisely, the feasible matching region \( \mathcal{X}(\omega_t) \) at period \( t \) can be formulated as:

\[
\mathcal{X}(\omega_t) := \left\{ x \in \mathbb{R}^{N(\omega_t) \times M(\omega_t)} \right\} \quad\left\{ \begin{array}{c}
\sum_{j=1}^{M(\omega_t)} x_{i,j} \leq 1, \forall i = 1, 2, \ldots, N(\omega_t) \\
\sum_{i=1}^{N(\omega_t)} x_{i,j} \leq 1, \forall j = 1, 2, \ldots, M(\omega_t) \\
x_{i,j} \in \{0, 1\}, \forall (i,j) \in G(\omega_t) \\
x_{i,j} = 0, \forall (i,j) \notin G(\omega_t)
\end{array} \right. 
\]

where the first set of constraints requires that one passenger can be picked up by at most one driver, and the second set requires that one driver can be dispatched to at most one passenger. The decision maker aims to address the following multi-objective ride-matching problem:

\[(M_0) \max \left\{ \frac{1}{T} \left( \sum_{t=1}^{T} h_1(x_t, \omega_t) \right), \frac{1}{T} \left( \sum_{t=1}^{T} h_2(x_t, \omega_t) \right), \ldots, \frac{1}{T} \left( \sum_{t=1}^{T} h_K(x_t, \omega_t) \right) \right\} \]

s.t. \( x_t \in \mathcal{X}(\omega_t) \), \( t = 1, 2, \ldots, T \)

\( x_t \) non-anticipative, \( t = 1, 2, \ldots, T \).

The function \( h_k(\cdot, \omega) : \mathcal{X}(\omega) \to \mathbb{R} \) represents the \( k \)th objective function under the matching scenario \( \omega \in \Omega \), and \( h_k(\cdot, \omega) \) is assumed to be concave in the decision variable. For example, we can denote the \( k \)th objective function \( h_k(x, \omega) = \sum_{(i,j) \in G(\omega)} r_{i}(\omega)x_{i,j} \) as the total revenue using the matching decision \( x \) under the scenario \( \omega \), where \( r_{i}(\omega) \) represents the revenue obtained by serving passenger \( i \). In the online problem \( (M_0) \), each decision \( x_t \) is made at period \( t \) only using the historical information \( \{x_s, \omega_s\}_{s=1}^{t-1} \cup \{\omega_t\} \) available.
up to period $t$, while the future information $\{\omega_{t+1}, \omega_{t+2}, \ldots, \omega_T\}$ is unknown and cannot be used. Equivalently, the decision variable $x_t$ is $\sigma(\{x_s, \omega_s\}_{s=1}^{t-1} \cup \{\omega_t\})$-measurable for all $t = 1, 2, \ldots, T$. For this purpose, we say $x_t$ is non-anticipative. We note that online optimization is attractive in practice as it is unnecessary to track the states of the whole system over time, which, in contrast, is required in dynamic programming methods. This allows us to solve the large-scale matching problems efficiently in real time.

To balance the trade-offs between multiple objectives (i.e., different $h_k(\cdot, \cdot)$’s), we formulate a new problem (M$_1$) with any pre-determined multi-objective target $U = (U_1, U_2, \ldots, U_K) \in \mathbb{R}^K$. This problem seeks a sequence of online matching decisions $\{x_t\}_{t=1}^T$ that attains the target-based optimal solution with objective performance $\tau = (\tau_1, \tau_2, \ldots, \tau_K) \in \mathbb{R}^K$ closest (in terms of the Euclidean distance $\|\cdot\|_2$) to the pre-determined target $U$. Mathematically, we define the target-based optimal solution as the optimal solution to problem (M$_1$).

$$(M_1) \quad \min \quad \| (U - \tau)^+ \|_2$$

s.t. $\frac{1}{T} \left( \sum_{t=1}^T h_k(x_t, \omega_t) \right) \geq \tau_k$, $k = 1, 2, \ldots, K$

$x_t \in \mathcal{X}(\omega_t)$, $t = 1, 2, \ldots, T$

$x_t$ non-anticipative, $t = 1, 2, \ldots, T$.

The positive function $(U - \tau)^+$ returns the component-wise positive part of the vector $(U - \tau)$, i.e., $(U_k - \tau_k)^+ = \max(U_k - \tau_k, 0)$. In this way, the Euclidean distance function $\|\cdot\|_2$ imposes a penalization if the attained objective performance $\tau_k$ is less than the corresponding target $U_k$ for a component $k \in \{1, 2, \ldots, K\}$.

Figure 2 illustrates the concept of target-based optimal solution. Assuming there are two objectives to be maximized and the shaded area characterizes the attainable region. In (a), if the pre-determined multi-objective target is unattainable, the target-based optimal solution achieves the point that is closest to the unattainable target. In (b), if the pre-determined target is attainable, the target-based optimal solution achieves the target itself. Specifically, if we set target $U$ as the utopia point, i.e., $U_k$ is the expected optimal value (the expectation is taken over $\omega_1, \omega_2, \ldots, \omega_T \sim \Psi$) in problem (M$_0$) when $\frac{1}{T} \left[ \sum_{t=1}^T h_k(x_t, \omega_t) \right]$ is the only objective to maximize, the target-based optimal solution to (M$_1$) is defined as compromise solution in the multi-objective optimization literature (cf. Yu 1973).
Figure 2 Illustration of the target-based optimal solution.

Note that \( \| (w)^+ \|_2 \) is convex in \( w \) with \( \| (w)^+ \|_2 = 0 \) for all \( w \in \mathbb{R}_{\leq 0}^K \). If the scenario realizations \( \{ \omega_1, \omega_2, \ldots, \omega_T \} \) are known and provided in offline settings, we may obtain a sequence of matching decisions \( \{ x^*(\omega_t) \}_{t=1}^T \) that minimizes the Euclidean distance to \( U \) by solving a large-scale quadratic programming problem. However, this offline optimal decisions \( \{ x^*(\omega_t) \}_{t=1}^T \) are scenario-dependent and cannot be applied in online decision making since the matching scenarios \( \{ \omega_t \}_{t=1}^T \) are randomly generated and revealed sequentially over time. Additionally, even we assume that all the matching scenarios are provided in advance, it is still computationally difficult to solve the problem \( (M_1) \) in the real-life ride-matching environment due to the mega scale of the optimization problem.

To this end, we aim to provide a tractable framework to solve the multi-objective online matching problem \( (M_1) \) for the target-based optimal solution, which will be presented in Section 4. More concretely in the ride-matching problem, collaborating with industry partners, we finalize the following three critical objectives:

- **Platform revenue**: Passengers with higher order revenue should be served with higher priority. We denote \( r_i(\omega) \) as the platform revenue earned by serving passenger \( i \) under scenario \( \omega \).

- **Pick-up distance**: Pairs of passenger and driver with shorter pick-up distance should be matched with higher priority. We denote \( d_{i,j}(\omega) \) as the pick-up distance between passenger \( i \) and driver \( j \) under scenario \( \omega \). Note that an important underlying concern is to maximize the total number of matched pairs, so we introduce a big number
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$d_m > 3$ km and denote $d_m - d_{i,j}(\omega)$ as a so-called “saved pick-up distance”. Then we transform the real pick-up distance minimization problem into a saved pick-up distance maximization problem.

- **Service quality**: Drivers providing better service (e.g., measured by higher service score\(^2\)) should be dispatched with higher priority. We denote $s_j(\omega)$ as the service score of the dispatched driver $j$ under scenario $\omega$.

Therefore, for any matching scenario $\omega$ and feasible solution $x \in \mathcal{X}(\omega)$, we let

\[
\begin{align*}
    h_1(x, \omega) &= \beta_1 \left[ \sum_{(i,j) \in G(\omega)} r_i(\omega) x_{i,j} \right], \\
    h_2(x, \omega) &= \beta_2 \left[ \sum_{(i,j) \in G(\omega)} (d_m - d_{i,j}(\omega)) x_{i,j} \right], \text{ and} \\
    h_3(x, \omega) &= \beta_3 \left[ \sum_{(i,j) \in G(\omega)} s_j(\omega) x_{i,j} \right]
\end{align*}
\]

denote the total revenue earned, total saved pick-up distance, and total service score, respectively. Note that the magnitudes of the three objective performances are different. Following industry practices suggested by industry partners, we can set the revenue as the baseline and normalize the saved pick-up distance and driver service score to similar magnitudes by introducing certain parameters $\{\beta_1, \beta_2, \beta_3\}$, which do not affect the theoretical properties of the proposed policy and can be adjusted anyway.

### 4. Online Adaptive Matching Policy

In this section, we develop an online adaptive matching policy to solve problem (M\(_1\)). If the pre-determined target is attainable (i.e., can be attained by some non-anticipative policies), the AM policy can converge to achieve such a target; if the pre-determined target is unattainable, the AM policy can converge to the solution that is closest to the target, i.e., converge to the target-based optimal solution.

We first introduce some key concepts that are important in our online policy. $\alpha_k(s)$ represents the *debt* for objective $k$ at period $s$, i.e., the difference owe to target $U_k$ by performance $h_k(\cdot, \cdot)$:

\[
\alpha_k(s) := U_k - h_k(x_s, \omega_s).
\]

\(^2\)Our industry partner uses a so-called “service score” to evaluate the performance and service quality of drivers. The service score is determined by a driver’s ratings received from passengers, his historical cancellation rates, and some other detected driving behaviors (e.g., over-speed driving). A higher service score indicates better performance and higher service quality of a driver.
At the beginning of period \((t+1)\), we can track the average debt, \(w_k(t+1)\), from period 1 to \(t\) for each objective \(k \in \{1,2,\ldots,K\}\) as:

\[
w_k(t+1) := \frac{1}{t} \sum_{s=1}^{t} \alpha_k(s).
\] (2)

Intuitively, if \(w_k(t+1) > 0\), it means that the previous decisions over the first \(t\) periods have not achieved the required target \(U_k\) at the \(k\)th objective, and hence the decision at period \((t+1)\) should give a high priority at the \(k\)th objective function \(h_k(\cdot, \omega_{t+1})\). The larger value of the positive \(w_k(t+1)\), the higher priority we should give to the \(k\)th objective. Otherwise, if \(w_k(t+1) \leq 0\), it means that the previous decisions have already met the required target \(U_k\), and hence the decision at period \((t+1)\) does not need to focus on the \(k\)th objective function \(h_k(\cdot, \omega_{t+1})\). Altogether, the average debt vector \(w(t+1)\) quantifies the relative performance comparing to the target \(U\) at multiple objectives, and suggests the priority associated with each of the \(K\) objective functions \(h_1(\cdot, \omega_{t+1}), h_2(\cdot, \omega_{t+1}), \ldots, h_K(\cdot, \omega_{t+1})\) at period \((t+1)\).

We integrate the intuition described above rigorously in the following online Adaptive Matching policy (AM policy):

**Online Adaptive Matching Policy:**

For \(t = 0,1,\ldots\), do:

1. At the beginning of period \((t+1)\), compute the average debt vector \(w(t+1) = \{w_k(t+1)\}_{k=1}^{K}\), based on Equation (2).

2. After observing the realized matching scenario \(\omega_{t+1}\) at period \((t+1)\), make the matching decision \(x_{t+1}^{AM}\) of period \((t+1)\) as the optimal solution to the following convex optimization problem:

\[
(AM(t+1)) \max \sum_{k=1}^{K} w_k^+(t+1)h_k(x_{t+1}, \omega_{t+1})
\]

\[
\text{s.t. } x_{t+1} \in \mathcal{X}(\omega_{t+1})
\]

The \(k\)th objective value under the AM policy is expressed as \(h_k(x_{t+1}^{AM}, \omega_{t+1})\).

The online adaptive matching policy can be easily applied to solve large-scale ride-matching problems in real time. It also has good theoretical properties. To present theoretical performance guarantee of the AM policy, we assume that the objective val-
ues are bounded under all matching scenarios. Specifically, we define a constant $\Delta_k := \max_{\omega \in \Omega, x(\omega) \in X(\omega)} h_k(x(\omega), \omega)$ for each $k \in \{1, 2, \ldots, K\}$, and define constant

$$\Delta := \sqrt{\sum_{k=1}^{K} \Delta_k^2}. \quad (3)$$

Note that $\Delta$ only depends on the ranges of objective values, not on the time horizon $T$.

Next, we provide a Lemma to facilitate the comparison between the AM policy and the offline optimal policy for problem $(M_1)$. More concretely, we denote $y^*_k := \mathbb{E}_{\omega \sim \Psi}[h_k(x^*(\omega), \omega)]$ as the performance for each objective function $k \in \{1, 2, \ldots, K\}$ with the target-based optimal solution $\{x^*(\omega)\}_{\omega \in \Omega}$ to a single-period problem. Let $w^* = (w^*_1, w^*_2, \ldots, w^*_K)$ denote the optimal debt vector as $w^*_k = U_k - y^*_k$. In other words, $w^*$ is the debt vector corresponding to the target-based optimal solution to a single-period problem. For a given period $t$ and a realization of average debt vector $w(t)$ from period 1 to $(t-1)$, we denote

$$y^\text{AM}_k(t) := \mathbb{E}_{\omega_t \sim \Psi} \left[ h_k(x^\text{AM}(t), \omega_t) \bigg| w(t) \right] \quad (4)$$

as the expected performance under the AM policy for each $k \in \{1, 2, \ldots, K\}$. The conditional expectation in (4) is taken over only on the randomness of the period $t$ scenario $\omega_t$, which is distributed as $\Psi$, while the average debt $w(t)$ is held deterministic.

**Lemma 1.** For any given period $t$ and any average debt vector $w(t)$, the following inequality holds with certainty:

$$w^+(t)^\top \mathbb{E}[\alpha(t) \mid w(t)] \leq w^+(t)^\top w^*. \quad (5)$$

**Proof.** Accorded by the AM policy, we have

$$\sum_{k=1}^{K} w^+_k(t) h(x^\text{AM}_t, \omega_t) \geq \sum_{k=1}^{K} w^+_k(t) h(x(\omega_t), \omega_t)$$

for any $x(\omega_t) \in X(\omega_t)$, conditional on the average debt vector $w(t)$. In particular, given the optimal solution $\{x^*(\omega)\}_{\omega \in \Omega}$ for a single-period problem, we also have

$$\sum_{k=1}^{K} w^+_k(t) h(x^\text{AM}_t, \omega_t) \geq \sum_{k=1}^{K} w^+_k(t) h(x^*(\omega_t), \omega_t).$$
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Since \( \mathbf{w}(t) \) is independent of \( \mathbf{w}_t \), taking expectation over \( \mathbf{w}_t \sim \Psi \) yields the following inequality:

\[
\sum_{k=1}^{K} w_k^+(t)y_k^M(t) \geq \sum_{k=1}^{K} w_k^+(t)y_k^*.
\]

Furthermore, by the definition of debt \( \alpha_k(t) = U_k - h_k(\mathbf{x}_t^M, \mathbf{w}_t) \), we obtain the inequality (5).

Lemma 1 is proved by using the fact that the AM policy provides the optimal solution to problem AM(\( t \)) conditional on the average debt vector \( \mathbf{w}(t) \), which plays a key role in analyzing the convergence from \( \mathbf{w}^+(T + 1) \) to \( (\mathbf{w}^*)^+ \). Next we present the main theorem on the theoretical performance guarantee of the AM policy.

**Theorem 1.** *Consider the multi-period multi-objective online ride-matching problem (M\( _t \)). Debt vector \( \mathbf{w}(T + 1) \) under the AM policy converges to the optimal debt vector \( \mathbf{w}^* \). Specifically, it satisfies the following non-asymptotic convergence guarantee in expectation:

\[
\mathbb{E} \left[ \| \mathbf{w}^+(T + 1) \|_2^2 \right] - \| (\mathbf{w}^*)^+ \|_2^2 \leq \frac{\Delta^2(1 + \log T)}{T},
\]

where the expectation in Equation (6) is taken over \( \omega_1, \omega_2, \ldots, \omega_T \).

**Proof.** This theorem is proved by tracking the decreasing rate in \( \| \mathbf{w}^+(t + 1) \|_2^2 \). To make the discussion compact, we relegate some useful inequalities (as stated in Claim 1 and 2) in the end of this section, and sketch the key results to support the proof.

Denote \( \mathbf{w}(0) = 0 \) for notational convenience. Then, for any \( 0 < t \leq T - 1 \), we have

\[
\| \mathbf{w}^+(t + 1) \|_2^2 \leq \| \mathbf{w}^+(t) \|_2^2 + 2\| \mathbf{w}^+(t) \|_2^2 \| \mathbf{w}(t + 1) - \mathbf{w}(t) \|_2^2 \]

\[
= \| \mathbf{w}^+(t) \|_2^2 + \frac{2\| \mathbf{w}^+(t) \|_2^2 [\mathbf{w}(t + 1) - \mathbf{w}(t)] + \| \mathbf{w}(t + 1) - \mathbf{w}(t) \|_2^2}{t^2} \]

\[
\leq \| \mathbf{w}^+(t) \|_2^2 + \frac{2\| \mathbf{w}^+(t) \|_2^2 [\mathbf{w}(t + 1) - \mathbf{w}(t)] + \Delta^2}{t^2} \]

\[
= \| \mathbf{w}^+(t) \|_2^2 + \frac{2\mathbf{w}^+(t) \mathbf{E} [\mathbf{w}(t + 1) - \mathbf{w}(t)] + \| \mathbf{w}(t + 1) - \mathbf{w}(t) \|_2^2}{t^2} \]

Step (7) is due to the second inequality in Claim 2 (with \( q \rightarrow \mathbf{w}(t + 1), p \rightarrow \mathbf{w}(t) \)). Step (8) directly follows the definitions of \( \mathbf{w}(t) \) and \( \mathbf{w}(t) \), i.e., \( \mathbf{w}(t + 1) - \mathbf{w}(t) = \frac{1}{t} [\mathbf{w}(t + 1) - \mathbf{w}(t)] \). In step (9), we bound the term \( \| \mathbf{w}(t + 1) - \mathbf{w}(t) \|_2^2/t^2 \) by using the assumption \( \| \mathbf{w}(t + 1) - \mathbf{w}(t) \|_2 \leq \Delta \).
as specified in Equation (3). Finally, in step (10), we decompose the term \( \{ \alpha(t) - w(t) \} \) by introducing the conditional expectation \( E[\alpha(t) | w(t)] \).

Next, using Lemma 1, we are able to bound (10):

\[
\| w^+(t + 1) \|_2^2 \leq \| w^+(t) \|_2^2 + \frac{2w^+(t)^T [w^* - w(t)]}{t} + \frac{2w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \}}{t} + \frac{\Delta^2}{t^2}
\]

\[
\leq \| w^+(t) \|_2^2 + \| (w^*)^+ \|_2^2 - \| w^+(t) \|_2^2 + \frac{2w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \}}{t} + \frac{\Delta^2}{t^2},
\]

where step (11) results from the first inequality in Claim 2 (with \( p \leftarrow w(t) \) and \( q \leftarrow w^* \)). It follows that

\[
\| w^+(t + 1) \|_2^2 - \| (w^*)^+ \|_2^2 \leq \frac{t-1}{t} [\| w^+(t) \|_2^2 - \| (w^*)^+ \|_2^2]
\]

\[
+ \frac{2w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \}}{t} + \frac{\Delta^2}{t^2}
\]

(12)

Denote \( W(t) := t (\| w^+(t + 1) \|_2^2 - \| (w^*)^+ \|_2^2) \). We then restate inequality (12) as follows:

\[
W(t) \leq W(t + 1) + 2w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \} + \frac{\Delta^2}{t}.
\]

(13)

Apply the inequality (13) recursively from \( t = T \) to \( t = 1 \), we have

\[
W(T) \leq W(0) + 2 \sum_{t=1}^{T} w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \} + \sum_{t=1}^{T} \frac{\Delta^2}{t}
\]

\[
\leq 0 + 2 \sum_{t=1}^{T} w^+(t)^T \{ \alpha(t) - E[\alpha(t) | w(t)] \} + \Delta^2(1 + \log T).
\]

(15)

Note that \( E[\alpha(t) | w(t)] = E[\alpha(t)] \) under the i.i.d. assumption of the underlying stochastic process. Therefore, taking expectation on both sides of (15) would suffice to provide the desired convergence result in Equation (6) in Theorem 1.

With a slight abuse of notation, we use \( \{ x_t^{AM} \}_{t=1}^{T} \) to denote the sequence of matching decisions under the AM policy, which satisfies the second and third sets of constraints in problem (M1). The non-asymptotic convergence guarantee in Theorem 1 implies that \( E[\| w^+(T + 1) \|_2^2] - \| (w^*)^+ \|_2^2 \to 0 \) as \( T \to \infty \). More precisely, let \( \tau_t^{AM} = (\frac{1}{T} \sum_{t=1}^{T} h_k(x_t^{AM}, \omega_t))_{k=1}^{K} \) denote the average objective performance vector under the AM policy and let \( \tau^* = (E[\frac{1}{T} \sum_{t=1}^{T} h_k(x^*(\omega_t), \omega_t)])_{k=1}^{K} \) denote the optimal performance that is
closest to the pre-determined target $U$ under target-based optimal solutions $\{x^*(\omega_t)\}_{\omega_t \in \Omega}$. Theorem 1 provides the following convergence guarantee for the AM policy:

$$E_{\omega_1, \omega_2, \ldots, \omega_T \sim \Psi} \left[ \| (U - \tau_T^{AM})^+ \|^2_2 \right] - \| (U - \tau^*)^+ \|^2_2 \to 0, \text{ as } T \to \infty,$$

(16)

which indicates that the objective performance vector $\tau_T^{AM}$ achieved by the AM policy converges to the target-based optimal performance under the pre-determined target $U$. The AM policy has a logarithm convergence rate as shown in Equation (6). Next, we use Example 2 to illustrate the convergence rate.

**Example 2.** Consider a ride-matching problem over $T$ periods. At each time period $t = 1, 2, \ldots, T$, the random matching scenario $\omega_t$ is i.i.d. generated. For ease of exposition, we assume that the number of drivers $M(\omega_t)$ and the number of passengers $N(\omega_t)$ are fixed to be 10 across periods. The order revenue $r_i(\omega_t)$ for passenger $i \in \{1, 2, \ldots, N(\omega_t)\}$, and the service score $s_j(\omega_t)$ for driver $j \in \{1, 2, \ldots, M(\omega_t)\}$ are uniformly generated between 0 and 1. Similarly, the distance $d_{i,j}(\omega_t)$ between each pair of passenger and driver also follows a uniform distribution between 0 and 1. First, we solve three single-objective optimization problems and derive the Utopia target $U$. Second, we use the Sampling Average Approximation to solve the quadratic programming problem ($M_1$) to derive the “real” compromise solution $\tau^*$. Note that this approach can only solve small-scale problems. Third, we implement the AM policy to get the performance $\tau_T^{AM}$. Since both $\tau^*$ and $\tau_T^{AM}$ are sample dependent, we repeat this experiment for 100 times to compute the expected value of the gap $\| (U - \tau_T^{AM})^+ \|^2_2 - \| (U - \tau^*)^+ \|^2_2$, which is defined as Regret in the online optimization literature. As shown in Figure 3, we vary period $t$ from 1 to 500 and plot the expected performance gap of the AM policy. The performance gap converges to 0 quickly, e.g., when $T$ exceeds 100. Notably, the convergence rate follows a logarithm style, which is consistent with the result in Theorem 1.

We make the following three remarks about the AM policy. First, the AM policy is indeed non-anticipatory, since the average debt vector $w(t + 1)$ at period $(t + 1)$ is calculated based on the debt from period 1 to $t$ without observing future information. Second, the AM policy does not require to track other status of the ride-sourcing system and can be easily applied to solve large-scale ride-matching problems in real time. Third, the logarithm convergence rate is the fastest in the OCO literature.
Note that if the multi-objective target $U$ is attainable by some non-anticipative policies, we must have $\|(w^*)^+\|_2^2 = 0$ and hence $E[\|w^+(T+1)\|_2^2] \to 0$ as $T \to \infty$, which implies that the objective performance under the AM policy can achieve the target.

**Corollary 1.** Consider the multi-period multi-objective online ride-matching problem ($M_1$). If the multi-objective target is attainable under some non-anticipative policies, the average debt $w_k(T+1)$ for each objective $k$ under the AM policy converges to 0. Specifically, it satisfies the following non-asymptotic convergence guarantee in expectation:

$$E[\|w_k^+(T+1)\|_2^2] \leq \frac{\Delta^2(1 + \log T)}{T}, \quad \forall k = 1, 2, \ldots, K,$$

where the expectation in Equation (17) is taken over $\omega_1, \omega_2, \ldots, \omega_T$.

**Proof.** The results directly follow by Theorem 1, and the fact that $\|(w^*)^+\|_2^2 = 0$ whenever the multi-objective target is attainable under some non-anticipative policies, i.e.,

$$E[\|w_k^+(T+1)\|_2^2] \leq E[\|w^+(T+1)\|_2^2] \leq \frac{\Delta^2(1 + \log T)}{T}, \quad \forall k = 1, 2, \ldots, K.$$

By Corollary 1, the AM policy can be used to examine the attainability of any pre-determined target. If the Euclidean norm of the debt vector $w(T+1)$ would not converge to 0 as $T$ increases by using the AM policy, then the corresponding target cannot be attained by any other non-anticipative policies.
In the end, we present the inequalities in Claim 1 and 2 that are used to support the proof of Theorem 1.

**Claim 1.** Given any two vectors $p, q \in \mathbb{R}^K$, the following two inequalities hold:

\[
\begin{align*}
(p^+)^T [q^+ - p^+] & \geq (p^+)^T [q - p] \\
2 (p^+)^T [q^+ - p^+] + \|q^+ - p^+\|_2^2 & \leq 2 (p^+)^T [q - p] + \|q - p\|_2^2
\end{align*}
\]  
(18)

**Proof.** It is sufficient to prove the two inequalities in component-wise, i.e., for any $k = 1, 2, \ldots, K$, we claim:

\[
p_k^+ \times (q_k^+ - p_k^+) \geq p_k^+ \times (q_k - p_k), \quad \text{(19)}
\]

\[
2 \times p_k^+ \times (q_k^+ - p_k^+) + (q_k^+ - p_k^+) \leq 2 \times p_k^+ \times (q_k - p_k) + (q_k - p_k)^2. \quad \text{(20)}
\]

Inequality (19) can be easily validated by considering the following four cases:

- If $p_k \geq 0$, $q_k \geq 0$, then the LHS of inequality (19) is equivalent to the RHS;
- If $p_k \geq 0$, $q_k < 0$, then inequality (19) reduces to $-p_k^2 \geq -p_k^2 + p_k q_k$, which is true;
- If $p_k < 0$, $q_k \geq 0$, then both sides of inequality (19) are equal to 0;
- If $p_k < 0$, $q_k < 0$, then both sides of inequality (19) are also equal to 0.

Similarly, inequality (20) can also be checked case by case:

- If $p_k \geq 0$, $q_k \geq 0$, then the LHS of inequality (20) is equivalent to the RHS;
- If $p_k \geq 0$, $q_k < 0$, then inequality (20) reduces to $-2p_k^2 + p_k^2 \leq -2p_k^2 + 2p_k q_k + (q_k - p_k)^2 = -p_k^2 + q_k^2$;
- If $p_k < 0$, $q_k \geq 0$, then inequality (20) reduces to $q_k^2 \leq q_k^2 + p_k^2 + (-2p_k q_k)$;
- If $p_k < 0$, $q_k < 0$, then inequality (20) reduces to $0 \leq (q_k - p_k)^2$, which is clearly true.

The inequalities (18) are demonstrated by summing (19) and (20) over all $k = 1, 2, \ldots, K$, respectively. ■

**Claim 2.** Given any two vectors $p, q \in \mathbb{R}^K$, the following two inequalities hold:

\[
\begin{align*}
\|q^+\|_2^2 - \|p^+\|_2^2 & \geq 2(p^+)^T [q - p] \\
\|q^+\|_2^2 - \|p^+\|_2^2 & \leq 2(p^+)^T [q - p] + \|q - p\|_2^2
\end{align*}
\]  
(21)

**Proof.** Note that the function $\psi(x) := \|x\|_2^2$ is both differentiable and convex, it is straightforward to see $\|q^+\|_2^2 - \|p^+\|_2^2 \geq 2(p^+)^T [q^+ - p^+]$ for any $p, q \in \mathbb{R}^K$. In addition, we can re-express $\|q^+\|_2^2 - \|p^+\|_2^2 = 2(p^+)^T [q^+ - p^+] + \|q^+ - p^+\|_2^2$. Combining the inequalities (18) in Claim 1, we obtain the inequalities (21) in this Claim. ■
5. Benchmark Matching Policies

Multi-objective optimization is a common challenge in matching problems for ride-sourcing markets. To validate and evaluate the performance of the proposed AM policy, we introduce three classes of benchmark matching policies to address the multiple objective challenge, including (1) weighted-sum matching policy, (2) multistage matching policy, and (3) stable matching policy (Wang et al. 2017), which are detailed as follows.

5.1. The Weighted-Sum Matching (WM) Policy

This is one of the most popular policies to address multi-objective optimization problems, due to its computational simplicity. The weight on each objective is pre-selected and fixed across different matching scenarios and multiple periods. For the optimization problem with three objectives, i.e., platform revenue, pick-up distance, and service quality, given fixed weights \((w_1, w_2, w_3)\), the weighted-sum matching model under any matching scenario \(\omega\) can be represented as:

\[
(WM) \max \ w_1 h_1(x, \omega) + w_2 h_2(x, \omega) + w_3 h_3(x, \omega)
\]

\[s.t. \ x \in X(\omega).\]

Denoting the optimal decision under the WM policy as \(x^{WM}\), we can describe the expected performance of this policy for the \(k^{th}\) objective as:

\[
\tau_k^{WM} := E[h_k(x^{WM}, \omega)] \ , \ k = 1, 2, 3.
\] (22)

In practice, \((w_1, w_2, w_3)\) are usually pre-selected based on relative importance of the objectives according to managerial judgment. Although the weights can be adjusted when the manager observes poor performance of an objective, it is more an adhoc adjustment without scientific guidance. We evaluate different sets of weights under the WM policy and report the results with \(w_1 = w_2 = w_3 = 1\) in Section 6 for illustrative purpose. In Section 7, we implement a more practical WM policy, i.e., the legacy policy, in which the weights on different objectives were obtained from brute-force simulations and back testing to maximize the total revenue.
5.2. The Multistage Matching (MM) Policy

This is a priority-based policy that addresses the multi-objective optimization problems according to a pre-determined priority sequence of the multiple objectives. More formally, this policy splits a multi-objective problem into a hierarchy of single-objective subproblems. The objective with higher priority is placed at a higher stage to solve.

For illustration, we consider three priority sequences: (1) Revenue $\succ$ Distance $\succ$ Service, (2) Distance $\succ$ Revenue $\succ$ Service, and (3) Service $\succ$ Distance $\succ$ Revenue.

For priority sequence (1), Revenue $\succ$ Distance $\succ$ Service, the MM policy solves a single-objective optimization problem to maximize revenue at the first stage:

$$g_{1,1}^{MM}(\omega) := \max_x \{ h_1(x, \omega) : x \in \mathcal{X}(\omega) \}.$$ 

After obtaining the optimal revenue $g_{1,1}^{MM}(\omega)$ under scenario $\omega$, the MM policy sets this value as a constraint in a single-objective optimization problem to maximize saved pick-up distance (i.e., minimize real pick-up distance) at the second stage:

$$g_{1,2}^{MM}(\omega) := \max_x \{ h_2(x, \omega) : h_1(x, \omega) \geq g_{1,1}^{MM}(\omega), x \in \mathcal{X}(\omega) \}.$$ 

For the third stage, the MM policy enforces $g_{1,1}^{MM}(\omega)$ and $g_{1,2}^{MM}(\omega)$ in the constraints and solves a single-objective optimization problem to maximize service quality:

$$g_{1,3}^{MM}(\omega) := \max_x \{ h_3(x, \omega) : h_1(x, \omega) \geq g_{1,1}^{MM}(\omega), h_2(x, \omega) \geq g_{1,2}^{MM}(\omega), x \in \mathcal{X}(\omega) \}.$$ 

Denoting $x^{MM-1}$ as the optimal solution to the third-stage problem under the first priority sequence, Revenue $\succ$ Distance $\succ$ Service, we can calculate the corresponding expected performance on the $k^{th}$ objective as:

$$\tau_k^{MM-1} := \mathbb{E}[h_k(x^{MM-1}, \omega)], \; k = 1, 2, 3.$$ 

Similarly, for priority sequence (2), Distance $\succ$ Revenue $\succ$ Service, and priority sequence (3), Service $\succ$ Distance $\succ$ Revenue, we can obtain the corresponding expected performance on the $k^{th}$ objective as:

$$\tau_k^{MM-2} := \mathbb{E}[h_k(x^{MM-2}, \omega)], \; k = 1, 2, 3,$$

and

$$\tau_k^{MM-3} := \mathbb{E}[h_k(x^{MM-3}, \omega)], \; k = 1, 2, 3,$$

where $x^{MM-2}$ and $x^{MM-3}$ denote the optimal solution under priority sequences (2) and (3), respectively.
5.3. The Stable Matching (SM) Policy

This policy defines stable matching between passengers and drivers. The matching is stable if no passenger and driver that have not been matched as a pair (e.g., they are matched to others or unmatched) would prefer to be matched to each other. Such a potential preferred pair is called a “blocking pair” in the stable matching literature. If no blocking pair is present in a matching solution, the matching solution is stable. Wang et al. (2017) introduced the stable matching concept in a dynamic hitch ride-sharing problem, and showed that this policy can increase the stability of matching solutions. Although the stable matching policy is not designed for multi-objective matching problems to shorten the distance to target, it can be appropriately adopted to solve the matching problem with three objectives. Note that in the ride-sourcing system, passengers always prefer drivers with shorter pick-up distance and higher service quality, and drivers always prefer passengers with shorter pick-up distance and higher order revenue. We can formulate the multi-objective ride-matching problem in a stable matching model: one objective is put into the objective function and the remaining two are considered in the stability constraints.

For illustration, we also introduce three stable matching formulations: (1) Maximize total platform revenue with stability constraints that force passengers to prefer drivers with higher service quality and drivers to prefer passengers with shorter pick-up distance. (2) Maximize total saved pick-up distance with stability constraints that force passengers to prefer drivers with higher service quality and drivers to prefer passengers with higher order revenue. (3) Maximize total service quality with stability constraints that force passengers to prefer drivers with shorter pick-up distance and drivers to prefer passengers with higher order revenue.

Stable matching formulation (1) can be written as:

$$\max_{x} h_1(x, \omega)$$

s.t. $\sum_{j' \geq i} x_{i, j'} + \sum_{i' \geq j} x_{i', j} + x_{i, j} \geq 1, \forall (i, j) \in G(\omega)$,

$x \in \mathcal{X}(\omega)$.

where $j' \geq i$ denotes that passenger $i$ prefers driver $j'$ to driver $j$, i.e., $s_{j'}(\omega) \geq s_j(\omega)$. Similarly, $i' \geq j$ denotes that driver $j$ prefers passenger $i'$ to passenger $i$, i.e., $d_{i', j}(\omega) \leq d_{i, j}(\omega)$. The set of stability constraints prevents blocking pair $(i, j)$. Namely, either passenger $i$ is
matched to a driver $j'$, who is at least as good as driver $j$ (from the perspective of passenger $i$), or driver $j$ is assigned to passenger $i'$, who is at least as good as passenger $i$ (from the perspective of driver $j$). Such stability constraints ensure weakly stable matching.

Denoting $x^{SM-1}$ as the optimal solution to stable matching formulation (1), i.e., revenue-maximization stable matching, we can calculate the corresponding expected performance on the $k^{th}$ objective as:

$$
\tau_{k}^{SM-1} := E [h_k(x^{SM-1}, \omega)], \ k = 1, 2, 3.
$$

(26)

Similarly, for the other two stable matching formulations, we can obtain the corresponding expected performance on the $k^{th}$ objective as:

$$
\tau_{k}^{SM-2} := E [h_k(x^{SM-2}, \omega)], \ k = 1, 2, 3,
$$

(27)

and

$$
\tau_{k}^{SM-3} := E [h_k(x^{SM-3}, \omega)], \ k = 1, 2, 3,
$$

(28)

where $x^{SM-2}$ and $x^{SM-3}$ denote the optimal solution to stable matching formulations (2) and (3), respectively.

6. Numerical Experiments

We provide two streams of numerical experiments to illustrate the trade-offs between multiple objectives and evaluate the performance of different matching policies in the ridesourcing markets. In this Section, we evaluate the theoretical performance guarantee of the AM policy comparing to the three aforementioned benchmark policies: the WM Policy, MM Policy, and SM Policy. In Section 7, we test the practical performance of the AM policy comparing to the legacy policy and “closest distance” policy using real data from the largest ride-sourcing platform in China. We simulate the ride-matching environment using Java programming language and solve the optimization problem by Gurobi (8.0.1) solver. All the experiments are performed on a 2.70 GHz i7-6820HQ CPU Windows PC with 16GB RAM.

6.1. Ride-Matching Dataset Description

We collect the ride-sourcing records of a Tier-2 city (abbreviated as City A) in China. On the demand side, the dataset for orders contains the detailed information for each travel request (by the passenger), including order booking time, latitude and longitude of
the trip’s origin and destination, order revenue, etc. On the supply side, the dataset on
driver-trace contains minute-level tracking information of all active drivers on the platform,
including latitude and longitude of the driver’s location, and his/her service status, etc.
The dataset records three service statuses of active drivers: (1) Busy, for drivers who are
delivering passengers; (2) Occupied, for drivers who are on their way to pick up passengers;
and (3) Idle, for drivers who are not assigned to serve any passenger. If a driver logs out
from the platform, his/her status is recorded as inactive, and no passenger requests will
be assigned to him/her. Based on the service status, we can obtain the shift time of each
driver.

We choose one typical weekday records of City A to perform the matching policy com-
parison. Figure 4 depicts the spatial and temporal distribution of orders on the demand
side. We observe that the central regions (highlight in red) of the city are crowded with
ride-sourcing requests at the daily aggregated level. In terms of temporal distribution, we
find that the morning peak hour, from 8 a.m. to 9 a.m., has highest demand. Demand
then fluctuates between 10 a.m. and 17 p.m. During the evening peak hour, demand again
climbs until 18 p.m., then declines in the late evening. The volume of orders hits bottom
between 4 a.m. and 5 a.m. Typically, during off-peak hours (e.g., 15 p.m.-17 p.m.), the
number of orders is relatively stationary. However, during peak hours (e.g., 17 p.m.-19
p.m.), the number of orders fluctuates significantly.

Figure 4 Spatial and Temporal Distribution of Orders. The absolute number of orders is normalized.
On the supply side, Figure 5 characterizes the temporal distribution of active drivers and idle drivers at minute level. The number of active drivers working on the platform paints a similar temporal trajectory to that of orders: Drivers are more active between 8 a.m. and 11 a.m. and between 16 p.m. and 20 p.m., when there are more ride-sourcing requests. After 17 p.m., part-time drivers join the platform after they have finished their full-time jobs, and hence the evening peak is higher than the morning peak. After midnight and in the early morning, many drivers log out from the platform. Since the number of idle drivers is jointly determined by the number of active drivers and the number of orders, this fluctuates drastically over the whole day.

6.2. Exogenous Ride-Matching Environment

In this section, we compare the performance of the AM Policy with the aforementioned three benchmark policies using real data during both off-peak hours with stationary demand (15:00 p.m.-16:59 p.m.) and peak hours with fluctuating demand (17:00 p.m.-18:59 p.m.). Following common industrial practice, we output the attained performance for platform revenue, saved pick-up distance, and service quality. We also compare the answer rate ([answered order]/[total order]) and the Euclidean distance to the pre-determined target. To understand the trade-offs between the three objectives with independent and identical distribution of matching scenarios across periods as assumed in Theorem 1, we consider a simplified ride-matching environment, in which the drivers on the supply side are exogenously generated and independent of the matching decisions made in previous periods. The
following simplifications, which are released in a more realistic environment in subsection 6.3, are made to control matching scenarios in this subsection.

- Orders at each scenario are revealed sequentially according to the recorded time stamps.
- Idle drivers are bootstrapped from the driver-trace set given the number of idle drivers at each scenario. We can adjust the number of idle drivers to simulate different supply scenarios.
- Matched passengers and drivers leave the market, and we do not record the following driver traces.
- Unmatched passengers and drivers also leave the market and will not be considered at the next period.
- The maximum allowed pick-up distance is set as 3.00 km.
- The batch-matching interval is fixed as 6 seconds, with 1,200 matching periods over a two-hour simulation.

Under these simplifications, the information on sampled idle drivers and orders are controlled to follow identical distribution across matching policies at every matching period, and hence the matching policy at a specific matching period only affects the outcome at that period. To simulate diverse supply scenarios with sufficient, balanced, and insufficient drivers, we first estimate the real number of idle drivers, denoted as \( n_0 \), based on the driver-trace set. Then we control supply size by adjusting a coefficient \( \theta \) to generate \( \theta n_0 \) idle drivers in each scenario, i.e., a large \( \theta \) implies a sufficient number of drivers in the system while a small \( \theta \) reveals a driver shortage problem. In the numerical experiments, we set \( \theta = 0.2, 0.05, \) and \( 0.025 \) to construct supply scenarios with sufficient, balanced, and insufficient drivers, respectively.

We choose the utopia point as the pre-determined target (i.e., utopia target) and characterize the utopia point approximately by solving the multistage matching models (i.e., Equations (23), (24), and (25)). Policy comparisons during off-peak hours (e.g., 15:00 p.m.-16:59 p.m.) are summarized in Tables 1, 2, and 3, and during peak hours (e.g., 17:00 p.m.-18:59 p.m.) are summarized in Tables 4, 5, and 6. We report the attained performance for platform revenue, saved pick-up distance, service quality, answer rate, and the Euclidean distance to the utopia point. When there is no confusion, the scripts 1, 2, and 3 under the MM policy represent three priority sequences (i.e., platform revenue first, pick-up
distance first, and service quality first), and the scripts under the SM policy represent three objectives (i.e., platform revenue maximization, saved pick-up distance maximization, and service quality maximization).

When supply is sufficient as shown in Tables 1 and 4, around 95% of passengers can be served under different policies, and hence different matching policies yield similar revenue. Since there are always enough drivers to provide ride-sourcing service for most passengers, both MM policies (1) and (2) tend to dispatch the closest driver to serve a nearby passenger. MM policy (3) favors drivers with higher service quality and provides significantly higher expected service scores, with sacrifice on pick-up distance. For the SM policy, we observe that the answer rate is less than other policies, since stability constraints prevent some feasible matching pairs (e.g., blocking pairs). Surprisingly, the SM policy with the service quality maximization provides the worst service quality, but attains satisfactory revenue and pick-up distance—i.e., stability constraints play a greater role than the objective function in this multi-objective stable matching optimization setting. For the WM policy, we test different sets of weights and report the results with weights $w_1 = w_2 = w_3 = 1$ for illustrative purpose. The performance under the WM policy is prosaic for all objectives. Although the WM policy could be improved if the “right” weights are implemented, selection of such weights is unknown. Finally, the proposed AM policy achieves satisfactory platform revenue and service quality at the cost of sacrificing a little bit of pick-up distance. In terms of the Euclidean distance to the utopia target, the AM policy provides the shortest distance, compared with all other policies.

When supply and demand are balanced as shown in Tables 2 and 5, in general, drivers can select passengers with higher order revenue, and passengers can be matched to those drivers with higher service quality. Consequently, the platform revenue obtained under different MM policies are no longer similar. The SM policy provides stable matching solutions and also slightly decreases the system-wide performance on the three objectives. The AM policy achieves satisfactory outcomes for all objectives and has the shortest Euclidean distance to the utopia target.

When supply is insufficient as shown in Tables 3 and 6, most drivers can be assigned to serve passengers. Different policies provide similar service quality, but their performances on platform revenue differ widely. The AM policy still outperforms other policies in terms of the shortest Euclidean distance to the utopia target.
<table>
<thead>
<tr>
<th>Table 1</th>
<th>Comparison of Matching Policies: sufficient supply during off-peak hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>WM Policy</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>777.76</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>773.40</td>
</tr>
<tr>
<td>Service Quality</td>
<td>444.93</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.95</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>210.60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of Matching Policies: balanced supply during off-peak hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>WM Policy</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>622.51</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>603.20</td>
</tr>
<tr>
<td>Service Quality</td>
<td>314.98</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.76</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>49.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Comparison of Matching Policies: insufficient supply during off-peak hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>WM Policy</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>390.79</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>374.75</td>
</tr>
<tr>
<td>Service Quality</td>
<td>195.34</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.47</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>65.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Comparison of Matching Policies: sufficient supply during peak hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>WM Policy</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>874.48</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>888.15</td>
</tr>
<tr>
<td>Service Quality</td>
<td>546.3</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.96</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>231.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Comparison of Matching Policies: balanced supply during peak hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>WM Policy</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>733.68</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>724.26</td>
</tr>
<tr>
<td>Service Quality</td>
<td>378.61</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>65.02</td>
</tr>
</tbody>
</table>

6.3. Endogenous Ride-Matching Environment
In this section, we elaborate the performances of different policies in the endogenous matching environment, where the matching scenario at each period depends on the decisions in
Table 6  Comparison of Matching Policies: insufficient supply during peak hour

<table>
<thead>
<tr>
<th>Objective</th>
<th>WM Policy</th>
<th>MM Policy</th>
<th>SM Policy</th>
<th>Utopia Target</th>
<th>AM Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform Revenue</td>
<td>470.27</td>
<td>544.36</td>
<td>464.78</td>
<td>464.77</td>
<td>438.42</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>461.43</td>
<td>453.66</td>
<td>451.49</td>
<td>451.49</td>
<td>432.22</td>
</tr>
<tr>
<td>Service Quality</td>
<td>240.42</td>
<td>240.37</td>
<td>247.47</td>
<td>247.47</td>
<td>227.69</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.51</td>
<td>0.51</td>
<td>0.51</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>74.43</td>
<td>10.57</td>
<td>79.89</td>
<td>79.6</td>
<td>43.43</td>
</tr>
</tbody>
</table>

previous periods. The same datasets during both off-peak hours (15:00 p.m.-16:59 p.m.) and peak hours (17:00 p.m.-18:59 p.m.) are used for simulation. More concretely,

- Orders at each scenario are revealed sequentially according to the recorded time stamps. Passengers’ patience levels (tolerance for waiting time before leaving the market without being assigned to a driver) are uniformly (randomly) generated from 6 seconds to 60 seconds.
- Number of drivers and their status (inactive, idle active, and busy active) are calibrated from the historical data. For idle active drivers, we perform a random walk to simulate their cruising routes. For busy active drivers, we simulate their traveling paths over a grid map. We assume a constant travel speed of 30 kilometers per hour for all drivers.
- Unmatched passengers and drivers are carried over to the next period.
- The maximum allowed pick-up distance is set as 3.00 km.
- The batch-matching interval is fixed as 6 seconds, with 1,200 matching periods over a two-hour simulation.

We compare the performance of different policies in Section 6.3.1. We then investigate the impact of pre-determined targets in Section 6.3.2 and discuss the impact of matching interval with market thickness in Section 6.3.3.

6.3.1. Policy Comparison Due to the endogeneity of the matching scenarios, the MM policy does not always achieve the best performance at each objective. In this subsection, we set the pre-determined target on each objective as the best performance obtained from other policies. More precisely, let \( \tau_k^0 \) denote the largest value of the \( k \)th objective achieved by the WM, MM, and SM polices, and we set the \( k \)th target \( U_k := \tau_k^0 \). We summarize the comparison of matching policies during off-peak and peak hours in Tables 7 and 8, respectively. The majority of observations in the exogenous setting (cf. Section 6.2) are preserved in this endogenous environment, except that the answer rate is heavily affected by the endogeneity issue. This in turn undermines the performance of MM policies. For
instance, the MM-1 policy that aims to maximize platform revenue does not achieve the highest revenue even though it prioritizes the revenue maximization. In fact, the availability of idle drivers decreases under the MM-1 policy since more drivers are assigned to serve passengers with higher order revenue and longer O-D distance. MM-2 and MM-3 policies provide satisfactory performances on pick-up distance and service quality respectively, but with poor performances on revenue. Similar to the discussion in Section 6.2, the SM policies rule out some feasible matching pairs and in turn have lower answer rates. In particular, if revenue is put into the stability constraint as in SM-2 and SM-3, the stability constraint forces the drivers to pick-up the high-revenue passengers with longer O-D distances and hence the answer rates decrease. Notably, the AM policy still performs better in terms of the shortest Euclidean distance to the pre-determined target under endogenous matching scenarios.

| Table 7 | Comparison of Matching Policies during off-peak hours |
|-----------------|-----------------|-----------------|-----------------|
| Objective       | WM Policy (1)   | MM Policy (2)   | SM Policy (3)   |
| Platform Revenue| 3880.30         | 3876.05         | 3763.36         |
| Saved Pick-up Dis.| 3850.57         | 4241.24         | 4512.91         |
| Service Quality | 4849.52         | 3868.04         | 5029.89         |
| Answer Rate     | 0.66            | 0.68            | 0.68            |
| Euc. Distance   | 692.39          | 1391.76         | 1222.96         |

| Table 8 | Comparison of Matching Policies during peak hours |
|-----------------|-----------------|-----------------|-----------------|
| Objective       | WM Policy (1)   | MM Policy (2)   | SM Policy (3)   |
| Platform Revenue| 4184.17         | 4062.76         | 4069.25         |
| Saved Pick-up Dis.| 4190.53         | 4250.88         | 4512.91         |
| Service Quality | 5234.85         | 4250.89         | 5050.76         |
| Answer Rate     | 0.63            | 0.66            | 0.66            |
| Euc. Distance   | 752.69          | 1464.94         | 1194.39         |

6.3.2. Impact of Targets We next examine the performances of the AM policy with different pre-determined targets. More precisely, we set the $k$th target $U_k := \gamma \mathcal{T}_k^0$, where $\gamma \geq 1$ represents an expansion coefficient. Note that we set $\gamma = 1.0$ in Section 6.3.1. We enumerate $\gamma = \{1.0, 1.5, 2.0, 2.5, 5.0, 10.0, 100.0\}$ and compare the performances under different pre-determined targets over 4 hours from 15:00 p.m. to 18:59 p.m. Intuitively, if $\gamma$ is sufficiently large, debt $w_k(t + 1) = \gamma \mathcal{T}_k^0 - \frac{1}{t} \sum_{s=1}^{t} h_k(x_s^{AM}, \omega_s)$ is more stable since $h(\cdot, \cdot)$
has smaller impacts compared to $\gamma$, and then the AM policy degenerates to a weighted-sum matching policy with fixed weights. Additionally, instead of a static target over the matching horizon of four hours, we also evaluate a hour-dependent target, i.e., the multi-objective target changes hour by hour. For each hour, we take the best performance from other policies in that hour as the target.

Table 9 summarizes the impact of pre-determined targets on the performances, including the Euclidean distance to the same original target $\tau^0$. As expected, among all the static target cases, the solution with $\gamma = 1.0$ achieves the shortest distance to the target $\tau^0$, which is consistent to our theoretical results. For a large value of $\gamma$, we observe that the performances of the AM policy become similar to the WM policy. Notably, the hour-dependent target induces the shortest Euclidean distance to $\tau^0$.

<table>
<thead>
<tr>
<th>Objective</th>
<th>WM Policy</th>
<th>AM Policy under Static Target ($\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform Revenue</td>
<td>4238.78</td>
<td>4194.36 4215.68 4234.11 4244.97 4234.06 4238.95 4248.03</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>4307.67</td>
<td>4490.67 4330.15 4318.19 4306.39 4289.60 4292.99 4290.53</td>
</tr>
<tr>
<td>Service Quality</td>
<td>5233.97</td>
<td>5081.61 5242.38 5267.36 5264.57 5252.70 5260.38 5243.36</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.69</td>
<td>0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69</td>
</tr>
<tr>
<td>Euc. Distance</td>
<td>675.52</td>
<td>585.10 651.96 655.96 668.08 687.43 682.09 689.18 460.63</td>
</tr>
</tbody>
</table>

6.3.3. Impact of Market Thickness We next assess the impact of market thickness on the performance of matching policies. Following the definition in Akbarpour et al. (2017), market thickness refers to the number of potential pairs (between passenger and driver) to be matched in the dynamic matching market. Intuitively, the market becomes thicker for a larger matching interval, conditional on the fact that the passenger/driver arrival rates are larger than their departure rates. In a thick market, both passengers and drivers have better matching choices, e.g., passengers could be served by drivers with higher service quality; drivers may pick-up passengers closer to them. On the other hand, some time-sensitive passengers may quite the market (e.g., cancel the order) without being matched if the matching interval is too large, and hence the answer rate may decrease with the matching interval and in turn hurt the total platform revenue.

Table 10 provides the trade-offs between the market thickness and the answer rate with different matching intervals that range from 6 seconds to 48 seconds. As the matching interval increases, the average service quality provided to passengers increases significantly,
and the average saved pick-up distance also increases. However, more passengers churn out of the market without being matched due to a longer waiting time. As a result, the revenue per trip and the answer rate decrease. This observation is consistent for both the pre-determined target (i.e., the best performance from other policies for each objective) and the solution under the AM policy.

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Effect of Market Thickness: matching intervals range from 6 to 48 seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval (seconds)</td>
<td>Pre-determined Target</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Platform Revenue</td>
<td>150.60</td>
</tr>
<tr>
<td>Saved Pick-up Dis.</td>
<td>169.00</td>
</tr>
<tr>
<td>Service Quality</td>
<td>189.82</td>
</tr>
<tr>
<td>Answer Rate</td>
<td>0.68</td>
</tr>
</tbody>
</table>

From the view of passengers, a higher waiting time under a larger matching interval is compensated by higher ride-sourcing service quality and shorter pick-up time. That could explain the greedy policy, which matches passengers to drivers as soon as possible, is not commonly used in practice. It is flexible for the platform to adjust the matching interval to create a better matching environment, but we note that it is still an open question to determine the “best” matching interval as it is challenging to explicitly characterize its impact on the whole ride-sourcing system. Besides of the trade-offs between objectives, the computational efficiency is another concern in selecting the matching interval. In the practice of our industry partner, the matching interval is normaly set to be 2 seconds for Tier-1 cities in China, due to the mega-scale of demand and supply.

7. Implementation in Ride-Sourcing Markets

In this section, we demonstrate the potential of implementing the AM policy in the ride-sourcing market. With a much more complex and realistic ride-sourcing simulator, we take many other factors into consideration, including traffic conditions, passenger traveling behavior, driver routing patterns, and travel times in real road network. We collect more ride-sourcing records from two Tier-1 cities (abbreviated as City B and C) in China to test our policy. We compare the performance of the AM policy with the one favored in practice (denote as “Legacy Policy”), as well as the classic “closest distance” policy (CD Policy) that is widely studied in academic literatures (e.g., Özkan and Ward 2016). The legacy policy is essentially a weighted-sum matching policy and the weights on different
objectives were obtained from brute-force simulations and back testing to maximize the total revenue. The set of weights in legacy policy seldom changes once it is determined. It is the most natural policy for comparison since it was carefully designed to address the multi-objective ride-matching problems\(^3\). The details of the ride-matching environments are described as follows:

- Order information at each scenario is sampled from the order set. Passengers’ patience levels are calibrated from historical data.
- Driver status, routing patterns, and travel times between each specific pair of origin and destination are simulated using historical data. For idle active drivers, we perform a random walk to simulate their cruising routes. For busy active drivers, we simulate their traveling paths using a virtual GPS routing system considering traffic conditions.
- Unmatched passengers and drivers are carried over to the next period.
- The batch-matching interval is fixed as 2 seconds.

As shown in Figure 6, the number of total orders in City B is more than twice that of City C. However, the number of total registered drivers in City B is only 1.08 times that of City C. In other words, City B suffers from more serious driver shortage and hence drivers from City B have more choices to be dispatched. In addition, City B is larger than City C in terms of geographical size and drivers in City B would take longer time to serve a passenger.

We do not use the rigorous utopia point as defined in Equations (23), (24), and (25) as the target, since we cannot exactly get to know the realized scenario ahead of time in practice. For ease of implementation, we choose the target according to historical performance on the three objectives from real data. Suppose the historical performance on the \(k\)th target is \(\tau_k^H\), we set \(U_k := \gamma \tau_k^H\), where \(\gamma\) denotes an expansion coefficient. Note that the historical performance lies in the feasible region (i.e., on or below the efficient frontier) because it was achieved according to real data, we set \(\gamma > 1\) so that the proposed target \(U\) lies beyond the efficient frontier and the attained solution under the AM policy is located on the efficient frontier. More concretely, we numerically compare the performance of the AM policy with \(\gamma = \{1.5, 2.0, 2.5\}\) and find there is no significant difference among the results, which are consistent to the discussion in Section 6.3.2. We simply set \(\gamma = 2.0\) unless stated otherwise.

\(^3\)The legacy policy presented in this section is not exactly identical to the policy implemented in a specific city. For example, we did not use bonus to incentivize drivers to serve passengers from “cold zones” in the numerical experiments.
Figure 6  Temporal Order Distributions of City B and C. The absolute number of orders is normalized.

Five indicators are introduced to evaluate the performance of different matching policies, including Platform Revenue (per trip), Pick-up Distance (per trip), Service Quality (per trip), Total Answer Count, and Total Revenue. The legacy policy is set as the benchmark, and we report the relative difference, i.e., improvement or deterioration, for each objective for other two policies. For Revenue (per trip), Service Quality (per trip), Total Answer Count, and Total Revenue, we report the difference in terms of percentage. For example:

$$\text{Revenue Diff.} := \frac{\text{Revenue (AM Policy)} - \text{Revenue (Legacy Policy)}}{\text{Revenue (Legacy Policy)}} \times 100\%.$$  

For Pick-up Distance (per trip), we report the absolute difference in meters:

$$\text{Pick-up Distance Diff.} := \text{Pick-up Dis. (AM Policy)} - \text{Pick-up Dis. (Legacy Policy)} (m).$$

Tables 11 and 12 present the performances of these policies during both off-peak (15:00 p.m.-16:59 p.m.) and peak (17:00 p.m.-18:59 p.m.) hours in City B and City C, respectively. We observe that the performances of legacy policy and CD policy are similar, which means that the pick-up distance is still the top consideration in the legacy policy. Under the AM policy, revenue per trip and service quality are improved at the cost of sacrificing a little bit of pick-up distance. Passengers with higher order revenue are coupled with a longer O-D distance and drivers must take longer time to serve these passengers; therefore, the number of available idle active drivers will decrease under the AM policy. Since we simulated passenger patience level to capture passenger cancellation behavior, the total answer count...
will decrease because more passengers will leave the market without being matched. Note that revenue per trip increases to a larger extent, and the AM policy generates more total revenue, even though we lose more impatient passengers.

During peak hours, both cities suffer from more serious driver shortage, and more passengers churn out of the market. In addition, drivers are more likely to serve passengers with higher order revenue, and hence revenue per trip increases more significantly. For example, although the answer count in City B decreases by 0.85% (cf. Table 11), the revenue per trip increases by 1.01%. As a result, the total revenue still increases by 0.15%, which implies a significant profit volume when the marginal improvement is translated back to the absolute value. More interestingly, the total revenue increment in City C is as high as 1.38%.

Table 11 Implementation of Three Matching Policies in City B: (+) indicates improvement and (-) for decline, compared with the benchmark policy.

<table>
<thead>
<tr>
<th>Period</th>
<th>Policy</th>
<th>Revenue</th>
<th>Pick-up Dis. (m)</th>
<th>Service</th>
<th>Answer Count</th>
<th>Total Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-Peak</td>
<td>Legacy</td>
<td>9.72</td>
<td>585.33</td>
<td>100.41</td>
<td>1058</td>
<td>10,278.92</td>
</tr>
<tr>
<td>AM</td>
<td>9.78</td>
<td>628.62</td>
<td>101.31</td>
<td>1054</td>
<td>10,315.33</td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>0.66% (+)</td>
<td>43.28 (-)</td>
<td>0.90% (+)</td>
<td>-0.30% (-)</td>
<td>0.35% (+)</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>9.72</td>
<td>585.00</td>
<td>100.43</td>
<td>1058</td>
<td>10,280.51</td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>0.01% (+)</td>
<td>-0.33 (+)</td>
<td>0.03% (+)</td>
<td>0.01% (+)</td>
<td>0.02% (+)</td>
<td></td>
</tr>
<tr>
<td>Peak</td>
<td>Legacy</td>
<td>10.43</td>
<td>609.22</td>
<td>100.46</td>
<td>1279</td>
<td>13,332.97</td>
</tr>
<tr>
<td>AM</td>
<td>10.53</td>
<td>664.89</td>
<td>101.43</td>
<td>1268</td>
<td>13,353.56</td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>1.01% (+)</td>
<td>55.67 (-)</td>
<td>0.96% (+)</td>
<td>-0.85% (-)</td>
<td>0.15% (+)</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>10.43</td>
<td>615.57</td>
<td>100.47</td>
<td>1279</td>
<td>13,332.76</td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>0.01% (+)</td>
<td>6.35 (-)</td>
<td>0.01% (+)</td>
<td>-0.01% (-)</td>
<td>0.00% (+)</td>
<td></td>
</tr>
</tbody>
</table>

The revenue, service parameter, and answer count have been normalized according to the baselines [a], [b], and [c], respectively (cf. Table 13).

Next, we implement and compare the performances of matching policies over a whole day (00:00 a.m.-23:59 p.m.) for both cities. For ease of exposition, we use a static target in the AM policy for a whole day. For example, when we implement the AM policy on Friday, we choose the target according to the historical records of previous Fridays with similar weather conditions and then multiply by the expansion parameter $\gamma = 2.0$. Results are summarized in Table 13. As we can see, even when we have a static target for the whole day, the AM policy obtains a delicate balance between multiple objectives and brings value to all the stakeholders in the ride-sourcing ecosystem: passengers, drivers, and the platform.
Table 12 Implementation of Three Matching Policies in City C: (+) indicates improvement and (-) for decline, compared with the benchmark policy.

<table>
<thead>
<tr>
<th>Period</th>
<th>Policy</th>
<th>Revenue</th>
<th>Pick-up Dis. (m)</th>
<th>Service</th>
<th>Answer Count</th>
<th>Total Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-Peak</td>
<td>Legacy</td>
<td>7.57</td>
<td>872.86</td>
<td>101.63</td>
<td>446</td>
<td>3,375.77</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>7.65</td>
<td>919.82</td>
<td>101.91</td>
<td>443</td>
<td>3,387.89</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>1.03% (+)</td>
<td>46.96 (-)</td>
<td>0.28% (+)</td>
<td>-0.66% (-)</td>
<td>0.36% (+)</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>7.56</td>
<td>869.19</td>
<td>101.65</td>
<td>446</td>
<td>3,367.11</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>-0.21% (-)</td>
<td>-3.66 (+)</td>
<td>0.02% (+)</td>
<td>-0.04% (-)</td>
<td>-0.26% (-)</td>
</tr>
<tr>
<td>Peak</td>
<td>Legacy</td>
<td>7.15</td>
<td>874.17</td>
<td>101.62</td>
<td>523</td>
<td>3,735.73</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>7.38</td>
<td>927.23</td>
<td>101.81</td>
<td>513</td>
<td>3,787.27</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>3.24% (+)</td>
<td>53.05 (-)</td>
<td>0.19% (+)</td>
<td>-1.80% (-)</td>
<td>1.38% (+)</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>7.14</td>
<td>886.37</td>
<td>101.55</td>
<td>524</td>
<td>3,737.43</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>-0.16% (-)</td>
<td>12.19 (-)</td>
<td>-0.07% (-)</td>
<td>0.21% (+)</td>
<td>0.05% (+)</td>
</tr>
</tbody>
</table>

The revenue, service parameter, and answer count have been normalized according to the baselines \[a\], \[b\], and \[c\], respectively (cf. Table 13).

Table 13 Implementation of Three Matching Policies in the Ride-sourcing System: (+) indicates improvement while (-) for decline, compared with the benchmark policy.

<table>
<thead>
<tr>
<th>City</th>
<th>Policy</th>
<th>Revenue</th>
<th>Pick-up Dis. (m)</th>
<th>Service</th>
<th>Answer Count</th>
<th>Total Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>City B</td>
<td>Legacy</td>
<td>10.00[^a]</td>
<td>645.92</td>
<td>100.00[^b]</td>
<td>10000[^c]</td>
<td>100,000.00</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>10.19</td>
<td>701.12</td>
<td>100.92</td>
<td>9842</td>
<td>100,264.40</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>1.88% (+)</td>
<td>55.20 (-)</td>
<td>0.92% (+)</td>
<td>-1.58% (-)</td>
<td>0.26% (+)</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>10.00</td>
<td>649.75</td>
<td>100.00</td>
<td>10002</td>
<td>99,997.56</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>-0.02% (-)</td>
<td>3.83 (-)</td>
<td>-0.00% (-)</td>
<td>0.02% (+)</td>
<td>-0.00% (-)</td>
</tr>
<tr>
<td>City C</td>
<td>Legacy</td>
<td>7.03</td>
<td>801.25</td>
<td>102.59</td>
<td>3750</td>
<td>26377.90</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>7.13</td>
<td>834.76</td>
<td>102.89</td>
<td>3722</td>
<td>26,525.41</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>1.33% (+)</td>
<td>33.51 (-)</td>
<td>0.29% (+)</td>
<td>-0.76% (-)</td>
<td>0.56% (+)</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>7.04</td>
<td>806.70</td>
<td>102.60</td>
<td>3753</td>
<td>26,403.13</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>0.03% (+)</td>
<td>5.45 (-)</td>
<td>0.00% (+)</td>
<td>-0.06% (-)</td>
<td>0.10% (+)</td>
</tr>
</tbody>
</table>

\[^a\] The revenue under legacy policy in City B is normalized to be 10.00. We normalize the remaining parameters associated with revenue in relative to this basis.

\[^b\] The service score under legacy policy in City B is normalized to be 100.00. We normalize the remaining parameters associated with service score in relative to this basis.

\[^c\] The answer count under legacy policy in City B is normalized to be 10000. We also normalize other answer counts and total revenue amounts in relative to this basis.

For Passengers: Compared to the benchmark policy, the AM policy improves service quality per trip by 0.92% and 0.29% for City B and C, respectively. Specifically, as shown in Figure 7, the service quality for passengers with all different pick-up distances have been improved. Figure 8 shows the relations between answer rate and order revenue. Since more short-travel low-revenue orders are requested during peak hours with insufficient drivers, passengers with low order revenue suffer from low answer rates under all the three matching policies. As shown in Table 13, the AM policy increase the revenue per trip by 1.88%
and 1.33% in City B and C, respectively, which means more drivers are dispatched to serve these passengers with higher order revenue (i.e., longer travel distance). Figure 8 also demonstrates the higher priority and higher answer rates for passengers with longer travel distance under the AM policy. Note that some ride-sourcing platforms are also investing in the bike-sharing markets, which aim at serving those passengers with shorter travel distance. From this perspective, the AM policy would balance their business strategies in both ride-sourcing and bike-sharing markets, i.e., to provide more comfortable service for passengers with travel request of both long and short distance.

**Figure 7**   Service Quality per Trip with Different Pick-up Times: The service quality per trip is the average driver service score attached to these trips belonging to each pick-up time (pick-up distance) interval.

For Drivers: Compared to the benchmark policy, the AM policy improves service quality per trip, which implies more orders are assigned to drivers with higher service score. Figure 9 demonstrates that the expected total order revenue attached to drivers with higher service scores (e.g., higher than 101) increases under the AM policy. We also find that the order revenue increment for these drivers is indeed due to more orders being dispatched to them. This outcome would motivate drivers to increase their service score and provide better service. We also observe a decreasing trend in total order revenue for the drivers with extreme high service scores under all the three matching policies. One possible explanation is that a large proportion of drivers working on the platform are part-time and their order revenue also depends on their total business hours (i.e., active time as a driver on the platform). The dataset reveals this pattern: these drivers with service scores in the interval
Figure 8  Answer Rates of Passengers with Different Revenues: The answer rate is calculated by \((\text{number of orders being matched})/(\text{number of total orders})\) for passengers belonging each order revenue interval. The answer rate measures the probability of being served.

Figure 9  Total Order Revenue per Day attached to Drivers with Different Service Scores: Total revenue for each driver is calculated by aggregating her/his income over the whole day. We plot drivers belonging to each service score interval.

For the Platform: Although the pick-up distance per trip increases by 55.20 meters and 33.51 meters, and the answer count reduces by 1.58% and 0.76%, the total platform revenue for the whole day under the AM policy still increases by 0.26% in City B and 0.56% in City C. More precisely, Figure 10 plots the total platform revenue increment in different time periods over the whole day. We observe that the increment is more significant during
those periods when drivers start their working shifts, i.e., when drivers switch their inactive status to active. Note that our simulation starts from 0:00 a.m., and the initial active driver pool is identical for all matching policies. Compared to the benchmark policy, the AM policy tends to match idle active drivers to those passengers with higher revenue (with longer travel distance in general), and hence drivers must take longer to serve such orders. As a result, the number of idle active drivers decreases in subsequent periods. The total revenue increment reaches around 1.00% during the first three hours (0 a.m. to 3 a.m.), but decreases between 3 a.m. and 6 a.m. From 6 a.m. to 9 a.m., many drivers start their working shifts, and hence the revenue increment increases again. Since many drivers work part-time in the ride-sourcing market and must work full-time jobs during the daytime, these drivers will leave the platform during the daytime and become active again after 17 p.m. Therefore, the revenue increment becomes much more significant between 15 p.m. and 18 p.m.

In the long term, if the ride-sourcing platform gives priority to drivers with high service quality, the complaint rate from passengers would decrease and this positive signal would in turn attract more passengers potentially. On the other hand, the increased income for drivers with higher quality may motivate them to work for a longer time on the platform due to positive labor supply elasticity (cf. Chen and Sheldon 2016, Angrist et al. 2017, Sun et al. 2019). Both short- and long-term effects on passengers and drivers can contribute to building a better brand reputation for the ride-sourcing system.
8. Conclusion
Motivated by the challenges in matching demand and supply considering multiple objectives in the ride-sourcing markets, we develop a novel online matching policy to solve the multi-objective online ride-matching problem where the platform needs to take actions in real time without observing future information. The proposed online adaptive matching policy adaptively balances the trade-offs between multiple objectives in a dynamic setting. We prove that the AM policy can achieve the target-based optimal solution, i.e., the solution that minimizes the Euclidean distance to any pre-determined multi-objective target, with a non-asymptotic regret bound. The additive error caused by the AM policy increases sub-linearly with the time horizon $T$, and converges to 0 asymptotically with a sufficiently large $T$. More precisely, the error term is upper bounded by $O(\log T)$, which is the fastest convergence in literature. We remark that the theoretical property is established in the i.i.d. ride-matching environment, and we also provide extensive numerical experiments to demonstrate its good performance in a dynamic setting with endogenous matching scenarios. Furthermore, the industrial testing show that this AM policy could lead to a favorable outcome, i.e., our approach obtains a delicate balance of multiple objectives and brings value to all the stakeholders in the ride-sourcing ecosystem: passengers, drivers, and the platform.

In this paper, we incorporate platform revenue, pick-up distance, and service quality in the matching policy. For practical implementation, we can consider other objectives such as the number of passengers being served. In the end, we remark that it would be interesting to implement this adaptive matching policy in the industry and study the long-term effect. We leave these and other issues for future research.
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