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Abstract

In this article we introduce two new estimates of the normalizing constant (or

marginal likelihood) for partially observed diffusion (POD) processes, with discrete

observations. One estimate is biased but non-negative and the other is unbiased but

not almost surely non-negative. Our method uses the multilevel particle filter of [11].

We show that, under assumptions, for Euler discretized PODs and a given ε > 0 in

order to obtain a mean square error (MSE) of O(ε2) one requires a work of O(ε−2.5)

for our new estimates versus a standard particle filter that requires a work of O(ε−3).

Our theoretical results are supported by numerical simulations.
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1 Introduction

We consider the filtering problem for partially observed diffusion processes, with discrete

observations, in particular we focus on the online estimation of the associated normalizing

constant, or marginal likelihood as data arrive. This class of problems has a wide number

of applications, including finance, economics and engineering; see for instance [1]. Indeed,

the marginal likelihood is a key quantity for instance in model selection.

The framework will be described precisely in the next section, but essentially one con-

siders sequentially approximating probability measures {η̂n}n≥1 on a common space Rd;

assume that the probabilities have common dominating σ−finite-measure dx. One is thus
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interested in computing, for many η̂n−integrable measurable, real-valued functions ϕ:

Eη̂n [ϕ(X)] =

∫
Rd
ϕ(x)η̂n(x)dx n ≥ 1.

For the specific problem of interest, for each {η̂n}n≥1 one can only hope to sample from an

approximation of which we assume that there l = 0, 1, . . . of them. That is, for n fixed there

is a sequence of approximations η̂0n, η̂1n, . . . , where we assume that η̂0n is a ‘poor’ but fast

(in some abstract computational sense) approximation of η̂n and as l grows the approxima-

tions are more accurrate but slow. In our context the approximation is associated to time

discretization of the partially observed diffusion process. In order to perform estimation for

such models, even the approximations, one often has to resort to numerical methods such

as particle filters; see e.g. [6].

The multilevel Monte Carlo (MLMC) framework [8, 9, 10] allows one to leverage in an

optimal way the nested problems arising in this context, hence minimizing the necessary

cost to obtain a given level of mean square error. In particular, the multilevel Monte Carlo

method seeks to sample from η̂0n as well as a sequence of coupled pairs (η̂1n, η̂
2
n), . . . , (η̂L−1n , η̂Ln )

for some prespecified L ≥ 1 and using a collapsing sum representation of Eη̂Ln [ϕ(X)]. Then,

for some problems, using a suitable trade off of computational effort, one can reduce the

amount of work, relative to i.i.d. sampling from η̂Ln and using Monte Carlo integration, for a

given amount of error. However, we are concerned with the scenario where such independent

sampling is not possible and that one seeks to perform recursive estimation.

The former problem, that is the use of MLMC for recursive estimation was addressed in

[11]. That article developed a particle framework that explicitly uses the MLMC idea. The

authors showed that for the estimation of the filter, under assumptions and a particular

context, the work to obtain a MSE of O(ε2) is O(ε−2.5) versus O(ε−3) for an ordinary

particle filter approximating {η̂Ln}n≥1. In this article we further extend the framework to

consider the estimation of the normalizing constant. We introduce two new estimators of

the normalizing constant. One estimate is biased but non-negative and the other is unbiased

but not almost surely non-negative. We show that, under assumptions, in order to obtain a

mean square error (MSE) of O(ε2) (for both new estimators) one requires a work of O(ε−2.5)
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versus a standard particle filter that requires a work of O(ε−3). Our results do not consider

the time parameter.

This paper is structured as follows. In Section 2 we give the model, filtering problem

and the approximation of the model that is considered. In Section 3 the ML method is

briefly reviewed, the MLPF is described and our new estimates given. Section 4 gives our

theoretical results as well as a cost analysis of our new estimator. Section 5 features numer-

ical simulations. The appendix contains technical proofs which support the conclusions in

Section 4.

2 Set Up

2.1 Model

We consider the following partially-observed diffusion process:

dXt = a(Xt)dt+ b(Xt)dWt (1)

with Xt ∈ Rd, t ≥ 0, X0 given and {Wt}t∈[0,T ] a Brownian motion of appropriate dimension.

The following assumptions will be made on the diffusion process.

Assumption 2.1. The coefficients aj , bj,k ∈ C2, for j, k = 1, . . . , d. Also, a and b satisfy

(i) uniform ellipticity: b(x)b(x)T is uniformly positive definite;

(ii) globally Lipschitz: there is a C > 0 such that |a(x)−a(y)|+ |b(x)− b(y)| ≤ C|x−y|

for all x, y ∈ Rd;

(iii) boundedness: E|X0|p <∞ for all p ≥ 1.

Notice that (ii) and (iii) together imply that E|Xn|p <∞ for all n.

It will be assumed that the data are regularly spaced (i.e. in discrete time) observations

y1, . . . , yn, yk ∈ Rm. It is assumed that conditional on Xkδ, for discretization δ > 0, Yk is

independent of all other random variables with density G(xkδ, yk). For simplicity of notation
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let δ = 1 (which can always be done by rescaling time), so Xk = Xkδ. The joint probability

density of the observations and the unobserved diffusion at the observation times is then

n∏
i=1

G(xi, yi)Q
∞(x(i−1), xi),

where Q∞(x(i−1), x) is the transition density of the diffusion process as a function of x, i.e.

the density of the solution X1 of Eq. (1) at time 1 given initial condition X0 = x(i−1).

For k ∈ {1, . . . , n}, the objective is to approximate the filter

η̂∞k (xk|y1:k) =

∫
R(k−1)d

∏k
i=1G(xi, yi)Q

∞(x(i−1), xi)dx1:k−1∫
Rkd
∏k
i=1G(xi, yi)Q∞(x(i−1), xi)dx1:k

.

Note that we will use η̂∞k as the notation for measure and density, with the use clear from

the context. It is also of interest, as is the focus of this article, to estimate the normalizing

constant, or marginal likelihood

p∞k (y1:k) =

∫
Rkd

k∏
i=1

G(xi, yi)Q
∞(x(i−1), xi)dx1:k.

2.2 Approximation

There are several issues associated to the approximation of the filter and marginal likelihood,

sequentially in time. Even if one knows Q∞ pointwise, up-to a non-negative unbiased

estimator, and/or can sample exactly from the associated law, advanced computational

methods, such as particle filters (e.g. [6, 7]), have to be adopted in order to estimate the

filter. In the setting considered in this paper, it is assumed that one cannot

• evaluate Q∞ pointwise, up-to a non-negative unbiased estimator

• sample from the associated distribution of Q∞.

Q∞ and its distribution must be approximated by some discrete time-stepping method [12].

It will be assumed that the diffusion process is approximated by a time-stepping method

for time-step hl = 2−l. For simplicity and illustration, Euler’s method [12] will be considered.

However, the results can easily be extended and the theory will be presented more generally.
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In particular,

X l
k,(m+1) = X l

k,m + hla(X l
k,m) +

√
hlb(X

l
k,m)ξk,m, (2)

ξk,m
i.i.d.∼ Nd(0, Id)

form = 0, . . . , kl, where kl = 2l and Nd(0, Id) is the d−dimensional normal distribution with

mean zero and covariance the identity (when d = 1 we omit the subscript). The numerical

scheme gives rise to its own transition density between observation times Ql(x(k−1), x),

which is the density of X l
(k−1),kl = X l

k,0 given initial condition X l
(k−1),0 = x(k−1).

2.3 Monte Carlo Approximation at Time 1

Suppose one aims to approximate the expectation of ϕ ∈ Bb(Rd) (the class of bounded,

measurable and real-valued functions on Rd). Let η̂l1(ϕ) := E[ϕ(X l
1)] for l = 0, . . . ,∞. That

is, the expectation of ϕ w.r.t. multiple approximations of the fillter (levels) at time 1. For

a given L, if it were feasible, the Monte Carlo approximation of η̂∞1 (ϕ) by

η̂L,N1 (ϕ) =
1

N

N∑
i=1

ϕ(XL,i
1 ), XL,i

1
i.i.d.∼ η̂L1 ,

has mean square error (MSE) given by

E|η̂L,N1 (ϕ)− η̂∞1 (ϕ)|2 =
η̂L1 ((ϕ− η̂L1 (ϕ))2)

N︸ ︷︷ ︸
variance

+ |η̂L1 (ϕ)− η̂∞1 (ϕ)|2︸ ︷︷ ︸
bias

. (3)

If one aims for O(ε2) MSE with optimal cost, then one must balance these two terms.

For l = 0, 1, . . . , L, the hierarchy of time-steps {hl}Ll=0 gives rise to a hierarchy of tran-

sition densities {Ql}Ll=0. In some cases, it is well-known that the multilevel Monte Carlo

(MLMC) method [8, 10] can reduce the cost to obtain a given level of mean-square error

(MSE) (3). The description of this method and its extension to the particle filter setting of

[11] will be the topic of the next section.

3 Multilevel Particle Filters

In this section, the multilevel particle filter will be discussed and the contribution of this

article, an unbiased ML estimator of the normalizing constant will be given.
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3.1 Multilevel Monte Carlo

The standard multilevel Monte Carlo (MLMC) framework [8] is described in the context of

approximating the filter at time 1. For L ≥ 1 given, it is assumed for pedagogical purposes,

that one can obtain samples from η̂01 and the couples (η̂01 , η̂
1
1), . . . , (η̂L−11 , η̂L1 ), even though

this is not possible in general. The scenario described is somewhat abstract, but helps to

understand the ML method in the context of the article.

The MLMC method begins with asymptotic estimates for weak and strong error rates,

and the associated cost. In particular, assume that there are α, β, γ > 0, with X∞1 ∼ η̂∞1

and not necessarily independently (X l
1,1, X

l
1,2) ∼ (η̂l1, η̂

l−1
1 )

(Bl) E[ϕ(X l
1,1)− ϕ(X∞1 )] = O(hαl );

(Vl) E[|ϕ(X l
1,1)− ϕ(X l

1,2)|2] = O(hβl );

(Cl) COST(X l
1,1, X

l
1,2) = O(h−γl ),

where COST denotes the computational effort to obtain one sample X l
1,1, X

l
1,2, and hl is

the grid-size of the numerical method, for example as given in (2). In particular, for Euler

method, α = β = γ = 1. In general α ≥ β/2, as the choice α = β/2 is always possible, by

Jensen’s inequality.

Recall that in order to minimize the effort to obtain a given MSE, one must balance the

terms in (3). Based on (Bl) above, a bias error proportional to ε will require

L ∝ − log(ε)/ log(2)α. (4)

Hence, the associated cost (CL), in terms of ε, for a given sample is O(ε−γ). Furthermore,

the necessary number of samples to obtain a variance proportional to ε2 for this standard

single level estimator is given by N ∝ ε−2 following from standard calculations. So the total

cost to obtain a mean-square error tolerance of O(ε2) is: #samples×(cost/sample)=total

cost∝ ε−2−γ . To anchor to the particular example of the Euler-Marayuma method, the

total cost is O(ε−3).
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The idea of MLMC is to approximate the ML identity:

η̂L1 (ϕ) =

L−1∑
l=0

{η̂l1(ϕ)− η̂l−11 (ϕ)}

with η̂−11 (ϕ) ≡ 0. LetN0, . . . , NL ∈ N and for l ∈ {0, . . . , L}, (X l,i
1,1, X

l,i
1,2)Nli=1 be i.i.d. samples

from the couple (η̂l1, η̂
1
l−1) with the convention that for i ∈ {1, . . . , N0} X0,i

1,2 is null. At this

stage ‘couple’ is abstract, in the sense that one wants (X l,i
1,1, X

l,i
1,2) to be correlated such that

condition (Vl) holds.

One can approximate the lth summand of the ML identity as

Y Nll (ϕ) :=
1

Nl

Nl∑
i=1

{ϕ(X l,i
1,1)− ϕ(X l,i

1,2)}.

The multilevel estimator is a telescopic sum of such unbiased increment estimators, which

yields an unbiased estimator of ηL1 (ϕ). It can be defined in terms of its empirical measure

as

η̂L,Multi
1 (ϕ) :=

L∑
l=0

Y Nll (ϕ) ,

under the convention that ϕ(X0,i
1,2) ≡ 0.

The mean-square error of the multilevel estimator is given by

E
{
η̂L,Multi
1 (ϕ)− η̂∞1 (ϕ)

}2

=

L∑
l=0

E
{
Y Nll (ϕ)− [η̂l1(ϕ)− η̂l−11 (ϕ)]

}2

︸ ︷︷ ︸
variance

+ {η̂L1 (ϕ)− η̂∞1 (ϕ)}2︸ ︷︷ ︸
bias

.

(5)

The key observation is that the bias is given by the finest level, whilst the variance is

decomposed into a sum of variances of the increments, which is of the form V =
∑L
l=0 VlN

−1
l .

By condition (Vl) above, the variance of the lth increment has the form VlN
−1
l and Vl =

O(hβl ). The total cost is given by the sum C =
∑L
l=0 ClNl. Based on (Vl) and (Cl) above,

optimizing C for a fixed V yields that Nl = λ−1/22−(β+γ)l/2, for Lagrange multiplier λ. In

the Euler-Marayuma case Nl = λ−1/22−l. Now, one can see that after fixing the bias to cε,

one aims to find the Lagrange multiplier λ such that V ≈ c2ε2. Defining N0 = λ−1/2, then

V = N−10

∑L
l=0 2(γ−β)l/2, so one must have N0 ∝ ε−2K(ε), where K(ε) =

∑L
l=0 2(γ−β)l/2,

and the ε-dependence comes from L(ε), as defined in (4). There are three cases, with

associated K, and hence cost C, given in Table 1.

7



CASE K(ε) C(ε)

β > γ O(1) O(ε−2)

β = γ O(− log(ε)) O(ε−2 log(ε)2)

β < γ O(ε(β−γ)/2) O(ε−2+(β−γ))

Table 1: The three cases of multilevel Monte Carlo, and associated constant K(ε) and cost

C(ε).

For example, Euler-Marayuma falls into the case (β = γ), so that C(ε) = O(ε−2 log(ε)2).

In this case, one chooses N0 = Cε−2| log(ε)| = C22LL, where the purpose of C is to match

the variance with the bias2, similar to the single level case.

3.2 Multilevel Particle Filters

We now describe the MLPF method of [11]. The idea will be to run L + 1 independent

coupled particle filters which sequentally target η̂0k and the couples (η̂0k, η̂
1
k), . . . , (η̂L−1k , η̂Lk )

for k = 1, 2, . . . . Each coupled particle filter will be run with Nl samples. The algorithm

approximating η̂0k is just the standard particle filter.

3.3 Coupled Kernel

In order to describe the MLPF, we need some definitions. Let l ≥ 0 be given, associated to

the Euler discretization. Define a kernel, M l : [Rd × Rd] × [σ(Rd) × σ(Rd)] → R+, where

σ(·) denotes the σ−algebra of measurable subsets, such that M l
1(x,A) := M l([x, x′], A ×

Rd)
∫
A×RdM

l([x, x′], d[y, y′]) =
∫
A
Ql(x, dy) = Ql(x,A) and M l

2(x′, A) := M l([x, x′],Rd ×

A) = Ql−1(x′, A).

The kernelM l can be constructed using the following strategy. First the finer discretiza-

tion is simulated using (2) (ignoring the index k) with X l,i
0,1 = x0, for i ∈ {1, . . . , Nl}. Now

for the coarse discretization, let X l,i
0,2 = x0 for i ∈ {1, . . . , Nl}, let hl−1 = 2hl and for
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m ∈ {1, . . . , kl−1} simulate

X l,i
m+1,2 = X l,i

m,2 + hl−1a(X l,i
m,2) +

√
hl−1b(X

l,i
m,2)(ξi2m + ξi2m+1), (6)

where {ξim}
Nl,kl
i=1,m=0 are the ith realizations used in the simulation of the finer discretization.

This procedure will be used below.

3.4 Identity and Algorithm

Let ϕ ∈ Bb(Rd) and consider the following decomposition

η̂∞k (ϕ) =

L∑
l=0

(η̂lk − η̂l−1k )(ϕ) + (η̂∞k − η̂Lk )(ϕ) (7)

where η−1m (ϕ) := 0. We will approximate the summands.

The multilevel particle filter (MLPF) is given below:

For l = 0, 1, . . . , L and i = 1, . . . , Nl, draw (X l,i
1,1, X

l,i
1,2)

i.i.d.∼ M l((x0, x0), ·) (with the

convention that X0,i
1,2 is null for each i and obvious extention for M0).

Initialize k = 1. Do

(i) For l = 0, 1, . . . , L and i = 1, . . . , Nl, draw (I l,ik,1, I
l,i
k,2) according to the coupled resam-

pling procedure below. Set k = k + 1.

(ii) For l = 0, 1, . . . , L and i = 1, . . . , Nl, independently draw (X l,i
k,1, X

l,i
k,2)|(x

l,Il,ik,1
k−1,1, x

l,Il,ik,2
k−1,2) ∼

M l((x
l,Il,ik,1
k−1,1, x

l,Il,ik,2
k−1,2), · );

The coupled resampling procedure for the indices I l,ik,j , j ∈ {1, 2}, is described below. To

understand this, set:

wl,ik,1 =
G(xl,ik,1, yk)∑Nl
j=1G(xl,jk,1, yk)

and wl,ik,2 =
G(xl,ik,2, yk)∑Nl
j=1G(xl,jk,2, yk)

. (8)

a. with probability αlk =
∑Nl
i=1 w

l,i
k,1 ∧ w

l,i
k,2, draw I l,ik,1 according to

P(I l,ik,1 = j) =
1

αlk
(wl,jk,1 ∧ w

l,j
k,2), j ∈ {1, . . . , Nl}.

and let I l,ik,2 = I l,ik,1.
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b. otherwise, draw (I l,ik,1, I
l,i
k,2) independently according to the probabilities

P(I l,ik,1 = j) = [wl,jk,1 − w
l,j
k,1 ∧ w

l,j
k,2]/(

Nl∑
s=1

wl,sk,1 − w
l,s
k,1 ∧ w

l,s
k,2);

P(I l,ik,2 = j) = [wl,jk,2 − w
l,j
k,1 ∧ w

l,j
k,2]/(

Nl∑
s=1

wl,sk,2 − w
l,s
k,1 ∧ w

l,s
k,2),

for j ∈ {1, . . . , Nl}.

[11] show that each summand in the first term of (7) can be consistently estimated with:

Nl∑
i=1

{
wl,ik,1ϕ(xl,ik,1)− wl,ik,2ϕ(xl,ik,2)

}
.

In the Euler case, [11] show that under assumptions and not considering the time parameter,

how to choose L and N0:L such that that for an MSE of O(ε2) the work required is O(ε−2.5)

whereas for a particle filter a MSE of O(ε2) costs O(ε−3).

3.5 Estimation of Normalizing Constants

In the context of estimating pl(y1:k) for any fixed l ≥ 0 and any k ≥ 1, [11] show that a

non-negative unbiased estimator is

p̂l,Nl1 (y1:k) =

k∏
j=1

( 1

Nl

Nl∑
i=1

G(xl,ij,1, yj)
)
.

Note that for any l ∈ {1, . . . , L}, pl−1(y1:k) can unbiasedly be estimated by

p̂l−1,Nl2 (y1:k) =

k∏
j=1

( 1

Nl

Nl∑
i=1

G(xl,ij,2, yj)
)
.

Clearly, these estimators do not take advantage of the ML principle. As

pL(y1:k) =

L∑
l=0

{pl(y1:k)− pl−1(y1:k)}

with p−1(y1:k) ≡ 0, one can define the following ML unbiased estimator of pL(y1:k)

p̂L,N0:L(y1:k) =

L∑
l=0

{p̂l,Nl1 (y1:k)− p̂l−1,Nl2 (y1:k)}

with p−1,N0

2 (y1:k) ≡ 0. It is remarked that such an estimator is not almost surely non-

negative.

We also consider the biased, but non-negative estimator:

p̂0,N0

1 (y1:k)

L∏
l=1

p̂l,Nl1 (y1:k)

p̂l−1,Nl2 (y1:k)
.

10



4 Theoretical Results

The calculations leading to the results in this section are performed via a Feynman-Kac

type representation (see [3, 4]) which is detailed in the appendix.

4.1 Main Theorems

For the main Theorem we assume the assumptions (A1-2) in the appendix, which are sup-

posed such that they hold for each level. This assumption is termed (A). Below E denotes

expectation w.r.t. the stochastic process that generates the MLPF and Bl(n) is the (level-

dependent) constant associated to (11) (in the appendix).

Theorem 4.1. Assume (A). Then for any n,L ≥ 1, there exist {Bl(n)}0≤l≤L with Bl(n) <

+∞, such that for any N0, . . . , NL ≥ 1

E
[(
p̂L,N0:L(y1:n)− pL(y1:n)

)2]
≤

L∑
l=0

Bl(n)

Nl
.

Proof. The proof follows easily from Proposition B.1 in the appendix along with the unbiased

property of the estimators.

We now consider the MSE in the Euler case; recall hl = 2−l. We ignore the time param-

eter n. In this scenario, the bias is O(h−1L ), for ε > 0 one should set L = log(ε−1)/ log(2))

to make the bias squared O(ε2). Following the work of [11] and Remark B.1, in the Euler

case, we have that
L∑
l=0

Bl(n)

Nl
≤ C(n)

L∑
l=0

h
1/2
l

Nl

for some constant C(n). In the Euler case the cost of the algorithm at a given time is∑L
l=0Nlh

−1
l , so one can use a simple constraind optimization procedure: minimizing the cost

for a given variance of O(ε2) to find the values of N0:L. One should take Nl = Cε−2h
3/4
l KL

where KL =
∑L
l=0 h

−1/4
l ≈ ε−1/4 leading to a cost of Cε−9/4

∑L
l=0 h

−1/4
l = Cε−2.5. That is,

in order to obtain a mean square error (MSE) of O(ε2) one requires a work of O(ε−2.5) versus

a standard particle filter that requires a work of O(ε−3). Our results do not consider the

time parameter. If one considers the relative variance, we conjecture that under assumptions

(see [2]) one would need to scale Nl linearly with time; this is left for future work.
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For the biased estimator one can combine Proposition C.1 in Appendix C with the above

discussion to deduce the same information: in order to obtain a mean square error (MSE)

of O(ε2) one requires a work of O(ε−2.5) versus a standard particle filter that requires a

work of O(ε−3).

5 Numerical Examples

5.1 Model Settings

We will illustrate the numerical performance of the MLPF algorithm with a few examples

of the diffusion processes considered in this paper. Recall that, the diffusions take the form,

dXt = a(Xt)dt+ b(Xt)dWt, X0 = x0

with Xt ∈ Rd, t ≥ 0 and {Wt}t∈[0,T ] a Brownian motion of appropriate dimension. In

addition, partial observations {y1, . . . , yn} are available with Yk obtained at time kδ, and

Yk|Xkδ has a density function G(yk, xkδ). Details of each example described below. A

summary of settings can be found in Table 2.

Ornstein-Uhlenbeck Process First, we consider the following OU process,

dXt = θ(µ−Xt) + σdWt,

Yk|Xkδ ∼ N (Xkδ, τ
2), ϕ(x) = x.

An analytical solution exists for this process and the exact value of E[Xkδ|y1:k] can be

computed using a Kalman filter. The constants in the example are, x0 = 0, δ = 0.5, θ = 1,

µ = 0, σ = 0.5, and τ2 = 0.2.

Geometric Brownian Motion Next we consider the GBM process,

dXt = µXt + σXtdWt,

Yk|Xkδ ∼ N (logXkδ, τ
2), ϕ(x) = x,

This process also admits an analytical solution, by using the transformation Zt = logXt.

The constants are, x0 = 1, δ = 0.001, µ = 0.02, σ = 0.2 and τ2 = 0.01.

12



Example a(x) b(x) G(y;x) ϕ(x)

OU θ(µ− x) σ N (x, τ2) x

GBM µx σx N (log x, τ2) x

Langevin 1
2∇ log π(x) σ N (0, τ2ex) τ2ex

NLM θ(µ− x) σ√
1+x2

L(x, s) x

Table 2: Model settings. L is used to denote a log-normal distribution.

Langevin Stochastic Differential Equation Here the SDE is given by

dXt =
1

2
∇ log π(Xt) + σWt,

Yk|Xkδ ∼ N (0, τ2eXkδ), ϕ(x) = τ2ex

where π(x) denotes a probability density function. In this example, we choose the Student’s

t-distribution with degrees of freedom ν = 10. The other constants are, x0 = 0, δ = 1, σ = 1

and τ2 = 1.

An SDE with a Non-Linear Diffusion Term Last, we consider the following SDE,

dXt = θ(µ−Xt) +
σ√

1 +X2
t

dWt,

Yk|Xkδ ∼ L(Xkδ, s), ϕ(x) = x,

where L(m, s) denotes the Laplace distribution with location m and scale s. The constants

are x0 = 0, δ = 0.5, θ = 1, µ = 0, σ = 1 and s =
√

0.1. We will call this example NLM for

short in the remainder of this section.

5.2 Simulation Settings

For each example, we consider estimates at level L = 1, . . . , 8. For the OU and GBM pro-

cesses, the ground truth is computed through a Kalman filter. For the two other examples,

we use results from particle filters at level L = 9 as approximations to the ground truth.

For each level of MLPF algorithm, Nl = bN0,Lh
(β+2γ)/4
l c particles are used, where

hl = M−1l = 2−l is the width of the Euler-Maruyama discretization; γ is the rate of

13



computational cost, which is 1 for the examples considered here; and β is the rate of the

strong error. The value of β is 2 if the diffusion term b(x) is constant and 1 in general. The

value N0,L ∝ ε−2K(ε) is set to 22LL for the cases where the diffusion term is constant and

2(9/4)L otherwise. Resampling is done adaptively. For the plain particle filters, resampling

is done when ESS is less than a quarter of the particle numbers. For the coupled filters,

we use the ESS of the coarse filter as the measurement of discrepancy. Each simulation is

repeated 100 times.

5.3 Results

The magnitude of the normalizing constants typically grows linearly with n on logarithm

scales. Thus to make a sensible comparison of the variances at different time points, we

multiply the value of p(y1:n) or its estimators by cn, where c is a constant independent of

the samples and data. In other words, the variance and MSE results shown below are up to

a multiplicative constant which only depends on n.

We begin by considering the rate β/2 of the strong error. This rate can be estimated

either by the sample variance of ϕ̂l(n) = p̂l,Nl1 (y1:n) − p̂l−1,Nl2 (y1:n), or by 1 − pl(n), where

pl(n) is the probability of the coupled particles having the same resampling index at time

step n. The latter was examined in [11] and the results are identical since we are using

exactly the same model and simulation settings. In [11] the authors were interested in the

estimation of the (expectations w.r.t. the) filter at specific time points, whilst here we are

interested in the normalizing constants. In Figure 1 we show the estimated variance of ϕ̂l(n)

against hl. The rates are consistent with previous results. The estimated rates are about

1 for the OU and Langevin examples, and 0.5 for the other two. In addition, the rates are

consistent for different time n.

Next the rate of MSE vs. cost is examined. We consider the error of normalizing constant

at n = 1000. This is shown in Figure 2 and Table 3. Compared with results for estimates

for test functions at specific time points as in [11], our rates are slightly worse for both the

PF and MLPF algorithms. However, they are still consistent with the theory. Importantly,

14
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Figure 1: Rate estimates using the variance

the MLPF algorithm, using either the biased and unbiased estimators, shows significant

advantage over PF in all examples.
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Example PF MLPF (unbiased) MLPF (biased)

OU −1.532 −1.125 −1.119

GBM −1.567 −1.224 −1.231

Langevin −1.511 −1.053 −1.043

NLM −1.528 −1.301 −1.310

Table 3: Cost rate log cost ∼ logMSE
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the research.

A Set Up

A.1 Basic Notations

The total variation norm as ‖ · ‖tv. The collection of real-valued Lipschitz functions on a

space E is written Lip(E). For two Markov kernelsM1 andM2 on the same space E, letting

A = {ϕ : ‖ϕ‖ ≤ 1, ϕ ∈ Lip(E)} write

|||M1 −M2||| := sup
ϕ∈A

sup
x
|
∫
E

ϕ(y)M1(x, dy)−
∫
E

ϕ(y)M2(x, dy)|.

Consider a sequence of random variables (vn)n≥0 with vn = (un,1, un,2) ∈ U × U =: V.

For µ ∈ P(V) (the probability measures on V) and function ϕ ∈ Bb(U) (bounded-measurable,

real-valued) we will write:

µ(ϕj) =

∫
V
ϕ(uj)µ(dv) j ∈ {1, 2}.
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Write the j ∈ {1, 2}marginals (on uj) of a probability µ ∈ P(V) as µj . Define the potentials:

Gn : U → R+. Let η0 ∈ P(V) and define Markov kernels Mn : V → P(V) with n ≥ 1. It is

explictly assumed that for ϕ ∈ Bb(U) the j marginals satisfy:

Mn(ϕj)(v) =

∫
V
ϕ(u′j)Mn(v, dv′) =

∫
U
ϕ(u′j)Mn,j(uj , du

′
j). (9)

We adopt the definition for (v, ṽ) = ((u1, u2), (ũ1, ũ2)) of a sequence of Markov kernels

(M̄n)n≥1, M̄n : V × V → P(V)

M̄n((v, ṽ), dv′) := Mn((u1, ũ2), dv′).

In the main text U = Rd.

A.2 Marginal Feynman-Kac Formula

Given the above notations and defintions we define the j−marginal Feynman-Kac formulae:

γn,j(dun) =

∫ n−1∏
p=0

Gp(up)η0,j(du0)

n∏
p=1

Mp,j(up−1, dup)

with for ϕ ∈ Bb(U)

ηn,j(ϕ) =
γn,j(ϕ)

γn,j(1)
.

One can also define the sequence of Bayes operators, for µ ∈ P(U)

Φn,j(µ)(du) =
µ(Gn−1Mn,j(·, du))

µ(Gn−1)
n ≥ 1.

Recall that for n ≥ 1, ηn,j = Φn,j(ηn−1,j).

A.3 Feynman-Kac Formulae for Multilevel Particle Filters

For µ ∈ P(V) define for u ∈ U , v ∈ V:

Gn,j,µ(u) =
Gn(u)

µj(Gn)

Ḡn,µ(v) = Gn,1,µ(u1) ∧Gn,2,µ(u2).

Now for any sequence (µn)n≥0, µn ∈ P(V), define the sequence of operators (Φ̄n(µn−1))n≥1:

Φ̄n(µn−1)(dvn) =
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µn−1(Ḡn−1,µn−1
)
µn−1(Ḡn−1,µn−1Mn(·, dvn))

µn−1(Ḡn−1,µn−1)
+ (1− µn−1(Ḡn−1,µn−1

))×

µn−1⊗µn−1
([ Gn−1,1,µn−1

− Ḡn−1,µn−1

µn−1(Gn−1,1,µn−1 − Ḡn−1,µn−1)
⊗

Gn−1,2,µn−1
− Ḡn−1,µn−1

µn−1(Gn−1,2,µn−1 − Ḡn−1,µn−1)

]
M̄n(·, dvn)

)
Now define η̄n := Φ̄n(η̄n−1) for n ≥ 1, η̄0 = η0. The following Proposition is proved in [11]:

Proposition A.1. Let (µn)n≥0 be a sequence of probability measures on V with µ0 = η0

and for each j ∈ {1, 2}, ϕ ∈ Bb(U)

µn(ϕj) = ηn,j(ϕ).

Then:

ηn,j(ϕ) = Φ̄n(µn−1)(ϕj).

In particular η̄n,j = ηn,j for each n ≥ 0.

The point of the proposition is that if one has a system that samples η̄0, Φ̄1(η̄0) and so

on, that marginally, one has exactly the marginals ηn,j at each time point. In practice one

cannot do this, but rather samples at time 0

( N∏
i=1

η̄0(dvi0)
)
.

Writing the empirical measure of the samples as η̄N0 one then samples

N∏
i=1

Φ̄p(η̄
N
p−1)(dvip).

Again writing the empirical measure as η̄N1 and so on, one runs the following system:

( N∏
i=1

η̄0(dvi0)
)( n∏

p=1

N∏
i=1

Φ̄p(η̄
N
p−1)(dvip)

)
which is exactly one pair of particle filters at a given level of the MLPF.

ηn,1 (and its approximation) will represent the predictor at time n for a ‘fine’ level and

ηn,2 (and its approximation) will represent the predictor at time n for a ‘coarse’ level. The

time index here is shifted backwards one, relative to the main text and this whole section

only considers one coupled particle filter. This is all that is required due to the independence

of the particle filters.
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B Normalizing Constant: Unbiased Estimator

Note the following

γNn,j(1) =

n−1∏
p=0

η̄Np,j(Gp)

to estimate γn,j(1) (p(y1:n) in the main text; recall the subscript j ∈ {1, 2} has 1 as the

fine, 2 the coarse). This estimate is unbiased as proved in [11]. We will be considering the

analysis of

γNn,1(1)− γNn,2(1).

In the assumptions below Gn is exactly G(xn, yn) in the main text. Mn,1 (resp. Mn,1)

is simply the finer (resp. coarser) Euler discretized Markov transition (there is no time

parameter for the transition kernel in the main text).

(A1) There exist c > 1 and C > 0, such that for all n ≥ 0, x, x′ ∈ U

(i) boundedness: c−1 < Gn(x) < c;

(ii) globally Lipschitz: |Gn(x)−Gn(x′)| ≤ C|x− x′|.

(A2) There exists a C > 0 such that for each u, u′ ∈ U , j ∈ {1, 2} and ϕ ∈ Bb(U) ∩ Lip(U)

|Mn,j(ϕ)(u)−Mn,j(ϕ)(u′)| ≤ Cn‖ϕ‖ |u− u′|.

Let

B(n) =
( n∑
p=0

{E[{|U1
p,1 − U1

p,2| ∧ 1}2]1/2 + ‖ηp,1 − ηp,2‖tv} (10)

+

n∑
p=1

|||Mp,1 −Mp,2|||
)2

where E is expectation w.r.t. the law associated to the algorithm described in this appendix.

Let B(0) = CB(0) and for n ≥ 1

B(n) = C(n)[B(n− 1) +B(n− 1) + ‖ηn−1,1 − ηn−1,2‖2tv + (γn−1,1(1)− γn−1,2(1))2] (11)

where C(n) is a constant depending upon n.
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Proposition B.1. Assume (A1-2). Then for any n ≥ 1, N ≥ 1:

E[([γNn,1(1)− γNn,2(1)]− [γn,1(1)− γn,2(1)])2] ≤ B(n)

N
.

Proof. Throughout C(n) is a constant that depends on n whose value may change from line

to line. We prove the result by induction on n. The case n = 1 follows by [11, Theorem

C.2], so we go immediately to the case of a general n > 1 and assuming the result at n− 1.

We have

[γNn,1(1)− γNn,2(1)]− [γn,1(1)− γn,2(1)] =

n−2∏
p=0

ηNp,1(Gp)[η
N
n−1,1(Gn−1)− ηNn−1,2(Gn−1)] + ηNn−1,2(Gn−1)[

n−2∏
p=0

ηNp,1(Gp)−
n−2∏
p=0

ηNp,2(Gp)]

−
n−2∏
p=0

ηp,1(Gp)[ηn−1,1(Gn−1)− ηn−1,2(Gn−1)] + ηn−1,2(Gn−1)[

n−2∏
p=0

ηp,1(Gp)−
n−2∏
p=0

ηp,2(Gp)]

= TN1 + TN2 − (T1 − T2). (12)

By the C2−inequality we can consider bounding E[(TN1 −T1)2] and E[(TN2 −T2)2] respectively

in (12).

Term E[(TN1 − T1)2].

We have

E[(TN1 − T1)2] ≤

2E[(γNn−2,1(1)[(ηNn−1,1(Gn−1)− ηNn−1,2(Gn−1))− (ηn−1,1(Gn−1)− ηn−1,2(Gn−1))])2]+

2(ηn−1,1(Gn−1)− ηn−1,2(Gn−1))2E[(γNn−2,1(1)− γn−2,1(1))2].

The almost sure-boundedness of γNn−2,1(1) and [11, Theorem C.2] means that

E[(γNn−2,1(1)[(ηNn−1,1(Gn−1)−ηNn−1,2(Gn−1))−(ηn−1,1(Gn−1)−ηn−1,2(Gn−1))])2] ≤ C(n)
B(n− 1)

N
.

Proposition B.2 along with (A1) gives

(ηn−1,1(Gn−1)− ηn−1,2(Gn−1))2E[(γNn−2,1(1)− γn−2,1(1))2] ≤ ‖ηn−1,1 − ηn−1,2‖2tv
C(n)

N
.

Hence

E[(TN1 − T1)2] ≤ C(n)
[B(n− 1)

N
+ ‖ηn−1,1 − ηn−1,2‖2tv

1

N

]
.
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Term E[(TN2 − T2)2].

We have

E[(TN2 − T2)2] ≤

2E[ηNn−1,2(Gn−1)2([γNn−1,1(1)− γNn−1,2(1)]− [γn−1,1(1)− γn−1,2(1)])2]+

2[γn−1,1(1)− γn−1,2(1)]2E[(ηNn−1,2(Gn−1)− ηn−1,2(Gn−1))2].

By (A1) and the induction hypothesis

E[ηNn−1,2(Gn−1)2([γNn−1,1(1)− γNn−1,2(1)]− [γn−1,1(1)− γn−1,2(1)])2] ≤ C(n)
B(n− 1)

N
.

By [11, Proposition C.1]

[γn−1,1(1)− γn−1,2(1)]2E[(ηNn−1,2(Gn−1)− ηn−1,2(Gn−1))2] ≤ [γn−1,1(1)− γn−1,2(1)]2
C(n)

N
.

Hence

E[(TN2 − T2)2] ≤ C(n)
[B(n− 1)

N
+ [γn−1,1(1)− γn−1,2(1)]2

1

N

]
.

From here one can conclude the proof.

Proposition B.2. Assume (A1-2). Then for any n ≥ 1 there exist a C(n) < +∞ such

that for any N ≥ 1, j ∈ {1, 2}

E[(γNn,j(1)− γn,j(1))2] ≤ C(n)

N
.

Proof. We prove the result by induction on n. The case n = 1 follows by [11, Proposition

C.1], so we go immediately to the case of a general n > 1 and assuming the result at n− 1.

We have

γNn,j(1)−γn,j(1) =

n−2∏
p=0

ηNp,j(Gp)[η
N
n−1,j(Gn−1)−ηn−1,j(Gn−1)]+ηn−1,j(Gn−1)[γNn−1,j(1)−γn−1,j(1)].

Thus, by the C2−inequality:

E[(γNn,j(1)− γn,j(1))2] ≤

2E
[( n−2∏

p=0

ηNp,j(Gp)[η
N
n−1,j(Gn−1)−ηn−1,j(Gn−1)]

)2]
+2E

[(
ηn−1,j(Gn−1)[γNn−1,j(1)−γn−1,j(1)]

)2]
.

Using the boundedness of the {Gp}p≥0 and [11, Proposition C.1] deals with the first term

on the R.H.S. of the inequality and the induction hypothesis the second term.
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For the following result, it is assumed that Mn,1 and Mn,2 are induced by an Euler

approximation and the discretization levels are h/2 and h.

Proposition B.3. Assume (A1(i)). Then for any n ≥ 1 there exist a C(n) < +∞ such

that for any ϕ ∈ Bb(U)

|γn,1(ϕ)− γn,2(ϕ)| ≤ C(n) sup
u∈U
|ϕ(u)|h.

Proof. We prove the result by induction on n. The case n = 1 follows by [5, eq. 2.4], so we

go immediately to the case of a general n > 1 and assuming the result at n− 1. We have

γn,1(ϕ)−γn,2(ϕ) = γn−1,1(Gn−1)[ηn,1(ϕ)−ηn,2(ϕ)]+ηn,2(ϕ)[γn−1,1(Gn−1)−γn−1,2(Gn−1)].

By [11, Lemma D.1.] (assumption 4.2(i) of that paper holds for an Euler approximation)

|γn−1,1(Gn−1)[ηn,1(ϕ)− ηn,2(ϕ)]| ≤ 2 sup
u∈U
|ϕ(u)|γn−1,1(Gn−1)‖ηn,1(ϕ)− ηn,2‖tv

≤ 2 sup
u∈U
|ϕ(u)|γn−1,1(Gn−1)h.

The induction hypothesis yields

|ηn,2(ϕ)[γn−1,1(Gn−1)− γn−1,2(Gn−1)]| ≤ sup
u∈U
|ϕ(u)|C(n− 1) sup

u∈U
|Gn−1i(u)|h.

The proof can then easily be completed.

Remark B.1. In the Euler case, Proposition B.3 along with [11, Lemma D.1.] and that

B(n) = O(h1/2) (see [11, Corollary D.1]) establishes that B(n) = O(h1/2).

C Normalizing Constant: Biased Estimator

In order to follow this section, one must have read the previous sections of the appendix.

We now consider the case of the biased estimator. In this scenario, the full algorithm is

considered; that is, a single particle filter and L coupled (but independent) particle filters.

Let n ≥ 1 be given. We define γln,j(1), j ∈ {1, 2} as the normalizing constants associated to

level l ∈ {1, . . . , L}. We write γ1n,1(1) as the normalizing constant at the coarsest level. We

set

γNln,j(1) =

n−1∏
p=0

ηNlp,j(Gp)
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with j ∈ {1, 2}, l ∈ {1, . . . , L}, with an obvious extension to γN0
n,1(1). We are to analyze the

estimate:

γN0
n,1(1)

L∏
l=1

γNln,1(1)

γNln,2(1)
.

We denote by (A) that the assumptions (A1-2) in the previous section uniformly at each

level (where applicable). We write Bl(n) to denote the level specific version of B(n) in the

previous section.

Proposition C.1. Assume (A). Then for any n ≥ 1 there exist a C(n) < +∞ such that

for any L ≥ 1, N0:L ≥ 1 we have

E
[(
γN0
n,1(1)

L∏
l=1

γNln,1(1)

γNln,2(1)
− γ0n,1(1)

L∏
l=1

γln,1(1)

γln,2(1)

)2]
≤

C(n)
( 1√

N0

+

L∑
l=1

(Bl(n)1/2√
N l

+
|γln,1(1)− γln,2(1)|

√
N l

))2
.

Proof. Note that,

γN0
n,1(1)

L∏
l=1

γNln,1(1)

γNln,2(1)
− γ0n,1(1)

L∏
l=1

γln,1(1)

γln,2(1)
=

(γN0
n,1(1)− γ0n,1(1))

L∏
l=1

γNln,1(1)

γNln,2(1)
+

L∑
l=1

(
γ0n,1(1)

l−1∏
t=1

γtn,1(1)

γtn,2(1)

(γNln,1(1)

γNln,2(1)
−
γln,1(1)

γln,2(1)

) L∏
s=l+1

γNsn,1(1)

γNsn,2(1)

)
.

So by Minkowski

E
[(
γN0
n,1(1)

L∏
l=1

γNln,1(1)

γNln,2(1)
− γ0n,1(1)

L∏
l=1

γln,1(1)

γln,2(1)

)2]
≤

(
E[(γN0

n,1(1)− γ0n,1(1))2]1/2
L∏
l=1

E
[γNln,1(1)2

γNln,2(1)2

]1/2
+

L∑
l=1

(
γ0n,1(1)

l−1∏
t=1

γtn,1(1)

γtn,2(1)
E
[(γNln,1(1)

γNln,2(1)
−
γln,1(1)

γln,2(1)

)2]1/2 L∏
s=l+1

E
[(γNsn,1(1)

γNsn,2(1)

)2]1/2))2

. (13)

By standard results in SMC:

E[(γN0
n,1(1)− γ0n,1(1))2]1/2 ≤ C(n)√

N0

. (14)

Now

E
[(γNln,1(1)

γNln,2(1)
−
γln,1(1)

γln,2(1)

)2]1/2
=

E
[ 1

[γNln,2(1)γln,2(1)]2

(
γln,2(1)[γNln,1(1)− γNln,2(1)− (γln,1(1)− γln,2(1))]+

23



(γln,1(1)− γln,2(1))[γln,2(1)− γNln,2(1)]
)2]1/2

.

So we have by Minkowski and the bounded property of the {Gn}n≥0:

E
[(γNln,1(1)

γNln,2(1)
−
γln,1(1)

γln,2(1)

)2]1/2
≤

C(n)
(
E[[γNln,1(1)−γNln,2(1)−(γln,1(1)−γln,2(1))]2]1/2+|γln,1(1)−γln,2(1)|E[(γln,2(1)−γNln,2(1))2]1/2

)
.

Applying Proposition B.1 and B.2 to the two expectations we obtain

E
[(γNln,1(1)

γNln,2(1)
−
γln,1(1)

γln,2(1)

)2]1/2
≤ C(n)

(Bl(n)1/2√
N l

+
|γln,1(1)− γln,2(1)|

√
N l

)
. (15)

Conbining (13) with (14) and (15) along with the bounded property of the {Gn}n≥0 allows

one to conclude
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